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Abstract

The conjugacy problem in GL(n,Z) is mostly an open problem. Studying the p-adic numbers and the

conjugacy problem over matrices with p-adic integer entries, we try to hopefully discover something about

its integer counterpart, either by some analog of the local-global principle or by noticing invariants that

manifest themselves on the action of integer matrices over other Z-modules, such as the p-adic integers.

In this work, we present a generalization of the Lifting the Exponent Lemma for p-adic matrices, we count

the number of minimal sets induced by automorphisms of vector spaces over the p-adic numbers and we

characterize the Bowen-Franks groups of endomorphisms over those spaces.

Keywords: conjugacy problem, integer matrices, p-adic numbers, lifting the exponent
lemma
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Resumo

O problema da conjugação em GL(n,Z) é, na sua maioria, um problema em aberto. Através do estudo

dos números p-ádicos e do problema da conjugação sobre as matrizes com entradas nos inteiros p-ádicos,

tentamos descobrir algo sobre o problema correspondente sobre os inteiros, seja através de algo análogo

ao princípio local-global ou através do descobrimento de invariantes que se revelam na ação de matrizes

inteiras sobre outros Z-módulos, como os próprios inteiros p-ádicos. Neste texto, apresentamos uma

generalização do Lema do Levantamento do Expoente para matrizes p-ádicas, contamos o número de

conjuntos minimais induzidos por automorfismos de espaços vetoriais sobre os números p-ádicos e

caracterizamos os grupos de Bowen-Franks dos endomorfismos sobre esses espaços.

Palavras-Chave: problema da conjugação, matrizes inteiras, números p-ádicos, lema
do levantamento do expoente
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Chapter 1

Introduction

The conjugacy problem in GL(n,Z) is far from a recent problem. This decision problem consists on trying

to answer the following question: given two integer matrices A,B, when is there an invertible matrix C

such that AC = CB?

Studying the conjugacy problem in GL(n,K), where K is a field, amounts to simply discovering the

Frobenius Normal Form [Sto98] of the matrices we’re trying to compare and checking if it is the same

[DF91]1.

That isn’t the case when we’re considering matrices with entries over a ring which isn’t a field. The

apparent harmfulness that may emanate from considering matrices over the integers instead of over

any given field is nothing but a mere illusion. This problem, just like many others that seem absolutely

harmless at first sight, has survived many years of near-constant attacks, as it is to be expected of a

problem that’s about answering such an easy to understand question but hasn’t yet been solved.

Here, when we discuss "solving" the conjugacy problem, we mean doing so in an "elegant" way,

from an aesthetic standpoint. There have been legitimate solutions of this problem [EHO19], but they

have consisted in strenuous algorithms and not in any form of succinct characterization of the conjugacy

classes, for instance.

Hence, our motivation for this work is mostly trying to pursue more aesthetically pleasing results about

the conjugacy problem in GL(n,Z).

We try to achieve that purpose by studying fields akin to the fields of p-adic numbers (and the fields

of p-adic numbers as well) and the actions of linear endomorphisms over modules over their respective

rings of integers, in search of conjugacy invariants. The hope that there can be elegant results within

these problems arises from works such as [AO81] and [AO83], which we’ll study later during our work.

1On section 12.2
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Chapter 2

The p-adic numbers

We begin by listing all preliminary results we find appropriate about the p-adic numbers. We do so by

presenting what might be considered a rather short course on that theme, which will in theory be enough

to easily follow the following chapters.

In order to study these results and see some proofs we might have skipped or simply study this subject

on a deeper level than we presented, one might want to take a look at [Cas86] or [Gou91], which cover all

of the standard results we present.

2.1 Absolute Values on a Field

2.1.1 Definitions and basic properties

We start off by defining an absolute value on a given field. Let R+ be the set of nonnegative real numbers.

Definition 2.1.1 (Absolute value in a field). Let K be a field. An absolute value on K is a function

| · | : K → R+

that satisfies the following conditions:

• Given x ∈ K, |x| = 0⇔ x = 0

• |xy| = |x| · |y|, for all x, y ∈ K (multiplicativity)

• |x+ y| ≤ |x|+ |y|, for all x, y ∈ K (triangle inequality)

If K is a field and | · | an absolute value defined in it, we say (K, | · |) is a valued field. In situations

where it’s obvious to understand which absolute value we are talking about, we might instead just say that

K is a valued field.

We might have a look at the following examples of valued fields:

• Each one of Q,R and C with the usual absolute value forms a valued field

3



• Given a field K, consider | · | such that:

|x| =

 0 if x = 0

1 if x 6= 0

This does form a valued field and this absolute value is known as the trivial absolute value.

Lemma 2.1.2. Given a valued field (K, | · |), we have:

i) |1| = 1

ii) If x ∈ K and n is a positive integer such that |xn| = 1, |x| = 1. In particular, | − 1| = 1

iii) If x ∈ K, | − x| = |x|

iv) If K is finite, | · | is trivial

Proof. i) |1| = |1| × |1|, thus we have |1| = 0 or |1| = 1. However, 1 6= 0 and therefore |1| = 1.

ii) If xn = 1, 1 = |1| = |xn| = |x|n, which lets us conclude that |x| = 1.

iii) By ii), | − 1| = 1 and so we get that | − x| = | − 1| × |x| = |x|.

iv) If K is finite, for all nonzero x ∈ K there’s a positive integer n such that xn = 1. Thus all nonzero

elements of K have 1 as their absolute value, while 0’s absolute value must be zero.

Definition 2.1.3 (Metric space). A metric space is a set S together with a distance function d : S×S → R+

that satisfies:

• d(x, y) = 0⇔ x = y

• d(x, y) = d(y, x), for all x, y ∈ S

• d(x, y) ≤ d(x, z) + d(z, y), for all x, y, z ∈ S

From a valued field (K, | · |) it’s easy to get a metric space when we consider the distance between

two points to be the absolute value of their difference. More specifically,

d : K ×K → R+

(x, y) 7→ |x− y|

induces a distance in K and clearly also induces a topology in K. We’ll be interested in studying these

objects particularly when the absolute values satisfy an extra condition.

Definition 2.1.4 (Non-Archimedean absolute value). An absolute value is said to be non-archimedean if

it satisfies the ultrametric inequality

|x+ y| ≤ max{|x|, |y|}

Otherwise, we say it is Archimedean.
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Note that the ultrametric inequality, as the name suggests, is stronger that the metric inequality.

We’ll come back to these later (as the p-adic abolute value is indeed non-archimedean).

Going back to the fact that an absolute value induces a topology on the field where it’s defined, it’s

natural to ask when two absolute values induce the same topology. That’s the question we’ll now answer.

Definition 2.1.5. Two absolute values | · |1 and | · |2 on a field K are said to be equivalent if they induce

the same topology on K.

Lemma 2.1.6. Let | · |1 and | · |2 be two absolute values on a field K. The following conditions are

equivalent:

i) | · |1 and | · |2 are equivalent;

ii) for all x ∈ K, |x|1 < 1 if and only if |x|2 < 1;

iii) there’s a positive real number α such that |x|2 = |x|α1 for all x ∈ K.

And with this we finish our short journey about what we consider to be the most relevant basic properties

of absolute values.

2.1.2 Absolute Values in Q

Now that we’ve introduced this concept, it may be time to study its behaviour on some interesting cases.

The first fields that may come to our minds are finite fields and Q. However, albeit one could guess that

absolute values on finite fields could be of interest, that is not the case. Absolute values defined in them

aren’t interesting at all, as it was showed in Lemma 2.1.2. That leaves us with Q1.

In this chapter we’ll focus on listing all absolute values on Q up to equivalence by showing a result

known as Ostrowski’s theorem.

We already know about the trivial absolute value (which isn’t of much interest) and the usual absolute

value in Q, but are there any others?

Definition 2.1.7 (p-adic valuation). Given a prime p ∈ N, and x ∈ Q, we can write x = pn ab where p - ab.

Fixed x, n doesn’t depend on the choice of a and b and we call it the p-adic valuation of x, noted vp(x).

In the case of x = 0, we take∞ as its valuation.

These valuations are, as we’ll now see, precisely where the other absolute values on Q come from.

Let’s take a look at those absolute values:

Definition 2.1.8 (p-adic absolute value). Given a prime p ∈ N, the p-adic absolute value is the function

| · |p : Q→ R+

x 7→ p−vp(x)

Where we consider p−∞ to be 0.
1That is, if we’re talking about the simplest fields we can find
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There’s no reason to instantly believe this really is an absolute value, but as we can and will show, it is

not only an absolute value but also a non-archimedean one. In order to do so, first we must notice a few

properties of the p-adic valuation.

Lemma 2.1.9. Given a prime p ∈ N, we have that for all x, y ∈ Q:

• vp(x) =∞⇔ x = 0

• vp(xy) = vp(x) + vp(y)

• vp(x+ y) ≥ min{vp(x), vp(y)}

Proof. Let’s prove each statement.

• Trivial.

• x = pvp(x) ab and y = pvp(y) cd , where p - ab and p - cd. Thus we have that xy = pvp(x)+vp(y) acbd , where

p - (ac)(bd), which leaves us with the fact that vp(xy) = vp(x) + vp(y).

• x = pvp(x) ab and y = pvp(y) cd , where p - ab and p - cd. Let m = min{vp(x), vp(y)}. x + y =

pvp(x) ab + pvp(y) cd = pm × pvp(x)−mad+pvp(y)−mcb
bd , where it’s clear (using the previous statement in this

lemma) that vp(x+ y) = m+ vp(p
vp(x)−mad+ pvp(y)−mcb) ≥ m = min{vp(x), vp(y)}.

With these results, we can now easily prove that the p-adic absolute value is indeed an absolute value

(and a non-archimedean one, more specifically).

Lemma 2.1.10. Given a prime p ∈ N, | · |p is such that, for all x, y ∈ Q:

• |x|p = 0⇔ x = 0

• |xy|p = |x|p × |y|p

• |x+ y|p ≤ max{|x|p, |y|p}

Proof. Once again, we’ll prove each statement individually, this time getting some inspiration for each of

them from the respective statement of the previous lemma.

• Here we have |x|p = 0⇔ p−vp(x) = 0⇔ vp(x) =∞⇔ x = 0.

• If xy = 0, it’s trivial. Otherwise we have |xy|p = p−vp(xy) = p−vp(x)−vp(y) = p−vp(x)p−vp(y) =

|x|p × |y|p

• If xy = 0, it’s once again trivial. Otherwise, taking m = min{vp(x), vp(y)}, we get |x + y|p =

p−vp(x+y) ≤ p−m = max{|x|p, |y|p}, just as we wanted to prove.

Now that we’re fully convinced that these are indeed absolute values on Q, we can finally move on to

stating Ostrowski’s Theorem.
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Theorem 2.1.11 (Ostrowski’s Theorem). Let | · | be a non-trivial absolute value on Q. | · | is either

equivalent to | · |∞ or to | · |p for some prime p.

This is a pretty interesting characterization of the absolute values on Q and their respective induced

topologies. After reaching this point, and being (Q, | · |∞) a too widely studied metric space, the next step

can only be studying its non-archimedean counterparts.

2.1.3 Non-Archimedean absolute values

Our objective is to study the metric and topological spaces we get from Q when taking into account a

p-adic absolute value as the foundation of its distance function, but before doing so it might prove itself

useful to take a short tour through non-archimedean metric spaces in general.

These metric spaces really do have some appeal of their own, as they verify a few properties one

would deem unintuitive. For instance, there’s a known "proof" in Euclidean geometry that all triangles

are isosceles. In non-archimedean metric spaces, we don’t have to trick anyone to prove such a thing

because all triangles really are isosceles!

Proposition 2.1.12. Let | · | be a non-archimedean absolute value on a field K. If x, y ∈ K and |x| 6= |y|,

we have that |x+ y| = max{|x|, |y|}

Proof. Without loss of generality, |x| < |y|. By the ultrametric inequality over x, y we have that |x+ y| ≤

max{|x|, |y|} = y. On the other hand, y = (x+ y) + (−x), so once again by the ultrametric inequality we

have |y| ≤ max{|x+ y|, |x|}, but |y| > |x| so |y| ≤ |x+ y|. Thus |y| = |x+ y|.

As we just proved, any triangle must be isosceles! But that’s just the start of the "weirdness" brought

upon us by non-archimedean absolute values:

Proposition 2.1.13. Let K be a field with a non-archimedean absolute value | · | and an induced metric

d. Let a, b ∈ K, s, r ∈ R+.

i) If b ∈ B(a, r), B(a, r) = B(b, r). This is, every point in an open ball is a center of that ball.

ii) If b ∈ B̄(a, r), B̄(a, r) = B̄(b, r). This is, every point in a closed ball is a center of that ball.

iii) The set B(a, r) is both open and closed.

iv) If r 6= 0, the set B̄(a, r) is both open and closed.

v) B(a, r) ∩B(b, s) 6= ∅ if and only if (B(a, r) ⊆ B(b, s) or B(a, r) ⊇ B(b, s). Two open balls are either

disjoint or contained in one another.

vi) B̄(a, r) ∩ B̄(b, s) 6= ∅ if and only if (B̄(a, r) ⊆ B̂(b, s) or B̄(a, r) ⊇ B̄(b, s). Two closed balls with

non-zero radius are either disjoint or contained in one another.

Proof. i) Let c ∈ B(a, r). d(a, c) < r > d(a, b) so, by the ultrametric inequality, d(b, c) ≤ max{d(a, c), d(a, b)} <

r. B(a, r) ⊆ B(b, r). Similarly we get B(a, r) ⊇ B(b, r) and thus B(a, r) = B(b, r).

7



ii) The same as the item above, swapping the strict inequalities by non-strict inequalities.

iii) It’s obviously an open set. Now let’s prove K \ B(a, r) is open. If c ∈ (K \ B(a, r)), d(a, c) ≥ r.

We can now try to prove that B(a, r) ∩ B(c, r) =. Suppose there is x ∈ B(a, r) ∩ B(c, r). Then,

d(a, c) ≤ max{d(x, a), d(x, c)} < r, which contradicts the initial statement. So we conclude that

B(a, r) is also closed.

iv) As it is trivial the closed ball is a closed set, all we have to prove it that it is also open. But by ii) it’s

pretty easy to see that’s the case as if c ∈ B̄(a, r), B(c, r) ⊆ B̄(c, r) = B̄.

v) If the balls aren’t disjoint, there’s a c ∈ B(a, r)∩B(b, s). By i), B(a, r) = B(c, r) and B(b, s) = B(c, s)

and the statement follows from this fact.

vi) If the balls aren’t disjoint, there’s a c ∈ B̄(a, r)∩ B̄b, s). By ii), B̄(a, r) = B̄(c, r) and B̄(b, s) = B̄(c, s)

and the statement follows from this fact.

We’ll finish this section by proving a result regarding a non-archimedean valued field’s connectedness.

Proposition 2.1.14. Let K be a field with a non-archimedean absolute value | · | and an induced metric

d. K is fully disconnected regarding d, as its connected components are the ones of the form {x}, with

x ∈ K.

Proof. To prove this, we must prove that each set containing two different points must be disconnected.

Let A ⊆ K and x, y ∈ A such that x 6= y. Let r = d(x, y)/2. As d(x, y) > 0, we know that r > 0 and so

B(x, r) is both open and closed, and so is its complement. Furthermore, we know that x ∈ B(x, r) and

y 6∈ B(x, r). This means that A can be written as the disjoint union of two open subsets: A ∩B(x, r) and

A \B(x, r). Therefore, A is disconnected.

These notions will be relevant later, especially when we focus on the topology of the spaces we are

considering.

With this we conclude our short chapter on general facts about non-archimedean absolute values.

2.1.4 Completions

We know about some of these metric spaces’ topological properties, but one we still haven’t discussed is

their completeness. For instance, given a prime p and Q with the p-adic absolute value, we can take a

look at (xn)n∈N where xn =
∑n
i=0 p

i. This sequence is a Cauchy sequence but it doesn’t take much effort

to notice it doesn’t converge to any integer or even rational number.

But if this space isn’t complete, we can complete it, as it is widely known (one can check Proposition

6.2.23 in [Mor89] in order to believe this general statement). However, does this completion have a good

enough structure?

Proposition 2.1.15. Let Qp be the completion of (Q, | · |p). Qp is also a field and | · |p can be extended to

Qp.

8



Proof. Can be found on the section starting at page 47 in [Gou91]

What’s important to note is that not only do we keep our field structure when completing Q, but also we

don’t even have to extend the image of the absolute value, as for each element of Qp there’s an element

of Q that has the same absolute value.

2.2 The p-adic numbers and other valued fields

2.2.1 Algebra

We began our first chapter by defining absolute values on a field and eventually coming to a definition of

the corresponding valuation. Now we intend to study the algebraic properties of a valued field, and in

order to do so we’ll start by defining a valuation over a given field. This is in no way different from starting

from the absolute value, but it just feels smoother to follow this route.

Definition 2.2.1 (Valuation over K). A function v : K → R ∪ {∞} is said to be a valuation if it satisfies,

for all x, y ∈ K:

• v(x) =∞⇔ x = 0

• v(xy) = v(x) + v(y)

• v(x+ y) ≥ min{v(x), v(y)}

This is currently no more than an attempt of generalizing our well known p-adic valuation. As we’ll

soon be able to see, most of our beloved properties do not depend on the magic of the prime numbers,

but rather on the behaviour of discrete valuations over fields.

About that discreteness we just referred, let us notice that, given a valued field K and its valuation v,

v(K) must be an additive subgroup of R. These can be of three kinds:

• Trivial, when they’re simply {0}

• Discrete2, when they’re of the form αZ for α ∈ R \ {0}

• Dense in R

We’ll be focusing on the second case and we’ll omit the discrete on any description. If at any point we

refer to a valuation that isn’t discrete, it’ll be pointed out.

Definition 2.2.2 (Normalized valuation). A valuation v on a field K is said to be normalized if v(K×) = Z.

Note that in Qp that was the case of our chosen valuation, vp.

Unless we suggest otherwise, from now on we’ll assume our valuations to be normalized. There will

be a moment when that will not happen but it will be absolutely clear when that’s the case.
2The trivial subgroup is discrete as well, but it seemed legitimate to make the distinction between that and the general discrete

case.
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Definition 2.2.3 (Uniformizer). An element π ∈ K is said to be a uniformizer if v(π) = 1.

In Qp, p was a possible uniformizer, as well as any other element of Qp that had 1 as its valuation.

Proposition 2.2.4. Let K be a field with a normalized valuation v. Then we have that

OK = {x ∈ K : v(x) ≥ 0}

is a subring of K. We call it the subring of integers of K.

Proof. 0 ∈ OK . After noticing this, we only have to notice that this subset is closed for addition and

multiplication, which is a direct consequence of the second and third properties of a valuation.

In the p-adic case, we’d be talking about Zp.

Proposition 2.2.5. The group of units in OK , O×K is {x ∈ OK : v(x) = 0}.

Proof. If v(x) > 0, we know that x−1 ∈ K \ OK , as v(x−1) < 0. If v(x) = 0, x−1 ∈ K we be such that

v(x−1) = 0 as well, so it’ll be in OK .

This allows us to get the factorizations of the integers and even the other elements of K.

Corollary 2.2.6. Let x ∈ K and let π be a uniformizer. Then there’s a unique factorization x = πn × u,

where u ∈ O×K .

With this corollary in mind we’ll characterize the ideals of OK .

Proposition 2.2.7 (Ideals of OK). The ideals of OK are {0} and the ones of the form πnOK , with n a

non-negative integer.

Proof. It’s clear that these are indeed ideals. What’s left to show is simply that these are all the ideals

there are. Let I ⊆ OK be a non-trivial ideal. Let x ∈ I such that x’s valuation n is minimal in I. x = πn×u,

thus x× u−1 = πn must be in I, and therefore I must be equal to πnOK .

Corollary 2.2.8. πOK is the only maximal ideal of OK .

As we have a maximal ideal, we can define the residue field:

Definition 2.2.9. The field rK = OK/(πOK) is called the residue field of K.

For instance, in Qp the residue field would be Fp.

Although we have described quite a few properties of these fields, their elements may still seem an

odd sight to behold. Gladly, even though those elements might appear frightening at first, that really isn’t

the case. In order to clearly see that, we just have to take a look at the following process, for now applied

to an element of Zp:

Let x0 ∈ Zp. From this, we obtain two numbers that spark our interest: the remainder modulo p of

x0, the integer 0 ≤ r0 < p such that x0 ∈ r0 + pZp; and x1 = (x0 − r0)p−1 (which is well defined, as

x0 − r0 ∈ pZp). From x1, we repeat this process, obtaining r1 and x2, and may repeat this same process

ad infinitum.
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From this process we obtain a sequence of non-negative integers, none of them greater than p− 1,

(ri)i∈N0
3, that allows us two find a "meaning" to the elements of Zp.

We can view x as a power series on p:

x =
∑
i=0

rip
i

Lemma 2.2.10. Let p be a prime number, x0 ∈ Zp and (ri)i∈N0
obtained from the process above.

x =
∑
i=0

rip
i

Proof. Let, for N ∈ N0, SN = x =
∑N
i=0 rip

i. We claim that, for N ∈ N, xN = (x0 − SN−1)p−N .

For N = 1, it’s clear from the definition of r0 and x1, indeed x1 = (x0 − r0)p−1 = x1 = (x0 − S0)p−1.

If our claim is true for some N , then for N + 1 we have that

xN+1 = (xN − rN )p−1 =

= ((x0 − SN−1)p−N − rN )p−1 =

= ((x0 − SN−1)− rNpN )p−(N+1) =

= (x0 − SN )p−(N+1)

which means the claim is true for N + 1 as well.

But we know that all of the ri and xi are elements ofZp, whichmeans that, forN ∈ N, x0−SN−1 ∈ pNZp,

which means that |x0 − SN−1| ≤ p−N . Thus we conclude that the partial sums converge to x0 and the

lemma’s equality holds.

As we can see, this isn’t in any way disingenuous, as this equality is absolutely legitimate in Zp and

the partial sums do converge to x. Thus this way of viewing elements of Zp is not only intuitive but also

actually formally legitimate.

It is also possible to view elements in a different, even if related, way. Recalling the way of viewing the

we’ve already referred, we can view an element x =
∑
i=0 rip

i as the limit of these series’ partial sums.

We can note that the the partial sum corresponding to the first N terms, noted SN will always be an integer

in the interval [0, pN [. We can also note that if N < M are positive integers, SN ≡ SM ( mod , pN ).

What this allows us to conclude is that we can view an element x ∈ Zp as a coherent sequence in the

finite quotients of Zp, i.e. a sequence (xn)n∈N such that, for each natural number n, xn is an element

of Zp/(pnZp) and if n < m are natural numbers, the canonical projection from Zp/(pmZp) to Zp/(pnZp)

maps xm into xn.

Once again, it seems a little disingenuous to present this last interpretation of elements of Zp, as we’re

trying to "define" Zp, but already using its finite quotients on that alleged definition. This is in no way an

issue, as,for any natural number n, Zp/(pnZp) and Z/(pnZ) are isomorphic.
3N0 is, for us, the set of non-negative integers

11



Therefore, this last interpretation of Zp is simply the one obtained by looking at Zp as the inverse limit

of the finite rings Z/(pnZ)4.

It may seem like our interpretations of elements of discrete valued fields are a little lackluster, as we’ve

only presented them for elements of Zp, but we can easily extend this interpretation to elements of Qp
and then to elements of any discrete valued field K.

In order to perform the first extension, we simply have to recall that an element x ∈ Qp can always be

written as x = upvp(x), where x ∈ Z×p .

Lemma 2.2.11. Let x ∈ Qp be such that x = u× pn, for some u ∈ Zp and n ∈ Z. If

u =
∑
i=0

rip
i

where ri ∈ {0, . . . , p− 1} for all i, then we must have

x =
∑
i=0

rip
n+i

If n is a negative number and we’re actually talking about x ∈ Qp \ Zp this means we can write x as

a Laurent series in p, starting from the index vp(x). Thus we have solved the problem of "viewing" the

elements of Qp.

But what do we do in a more general case? In the previous interpretation, the integers 1, 2, . . . , p− 1

had a major role, but there was nothing preventing us from using other class representatives of the cosets

x+ pZp. In the same way, we can now simply consider a set R of representatives of the cosets in rK , and

view the elements of OK (respectively, K) as power series (respectively, Laurent series) in a uniformizer

π with coefficients in R.

Lemma 2.2.12. Let K be a local field, π a uniformizer and x ∈ OK . Let R be a set of representatives of

rK (this is, for each element r +OK ∈ rK , there’s exactly one element r′ ∈ r +OK in R).

x =
∑
i=0

riπ
i

for some n ∈ Z and (ri)i∈N≥n such that ri ∈ R for all i ≥ n.

Using the proof from 2.2.10 and replacing what should be replaced (p by π, those remainders by coset

representatives) we obtain the proof of this lemma, and analogously we may extend this result to the

entirety of K and not simply its ring of integers.

As we know OK exists, we may "cheat" a little and note that it must be the inverse limit of the quotients

OK/(πnOK). We say we’re cheating because those quotients, unlike the ones of the form Z/(pnZ), might

be a little harder to come across. Thus we’re finding an alternate definition of OK based on its own

quotient sets, which feels a little bit like cheating.

We should note that, given a fixed R, this representation of elements of K as a Laurent series is

unique (something that can’t be said about the usual decimal representation of rational numbers, for
4For more information on this subject, check Section 1.3 in [Rib12]
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instance) and that gives us an easy way of counting the number of elements in a local field. In the case

where rK is finite, which is what we will be considering most of the time, we must have that the cardinality

of K is equal to 2ℵ0 , the cardinality of the continuum.

And after all we’ve shown and talked about regarding the properties and interpretations of valued

fields, our small tour through their most general properties has come to an end.

2.2.2 Hensel’s Lemma

Finding out whether a certain polynomial has real roots or not isn’t always a trivial task in R but there

are some cases where we’re able to conclude that is the case and, generally, even find arbitrarily good

approximations of some of its roots. For instance, noticing that polynomials are continuous functions and

putting ourselves in the conditions of the Intermediate value theorem, where we have a certain interval

where its endpoints have images with opposite signs through that polynomial. Afterwards, we might just

iterate a binary search algorithm until we have a good enough approximation of one of its roots.

In non-archimedean valued fields, this exact idea doesn’t work (the notion and connectedness of

intervals is necessary for the previously referred theorem), but there still are occasions where we can

conclude a certain polynomial has roots and approximate them as much as we’d like to. Hensel’s Lemma

is an example of a result regarding that theme.

More precisely, Hensel’s Lemma is a result about the factorization of certain polynomials and even

about our ability to find some of their roots in OK .

Theorem 2.2.13. Let K be a complete discrete valued field and π a uniformizer.

Let f ∈ OK [X] be a polynomial. Let g1, h1 be coprime polynomials in OK [X] such that g1h1 ≡ f (

mod π) and g1 is monic.

Then there are g, h ∈ OK [X] such that g ≡ g1 ( mod π) and h1 ≡ h ( mod π), g is monic and has the

same degree as g1, and f = gh.

Proof. Let d = deg f and m = deg g. In order to prove this theorem, we’ll look for two sequences of

polynomials, (gn(X))n∈N and (hn(X))n∈N that satisfy the following conditions:

• Each gn is monic and has degree m, while each hn has degree not greater than d−m

• gn+1 ≡ gn( mod πn) and hn+1 ≡ hn( mod πn)

• f ≡ gnhn( mod πn)

This also implies that each gn must have the same degree as g1. The limits of these sequences shall be

our g and h. Now we must show we can indeed find such a sequence. We will do so by induction.

Assume we already have the first n terms in our sequence, satisfying the properties we’ve listed. We
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want to find out what should be our choice for gn+1 and hn+1. We must have the following conditions:

gn+1 = gn + πnrn

hn+1 = hn + πnsn

f ≡ gn+1hn+1( mod πn+1)

For some polynomials rn, sn ∈ OK . We already have, by our induction hypothesis, that f ≡ gnhn (

mod πn), or, equivalently, that there’s a polynomial tn ∈ OK such that f = gnhn + πntn. We’ll intend to

choose rn and sn such that the third condition is satisfied. Let us do some calculations.

f ≡πn+1 (gn + πnrn)(hn + πnsn) ≡πn+1

≡πn+1 gnhn + πnrnhn + πnsngn + π2nrnsn ≡πn+1

≡πn+1 gnhn + πn(rnhn + sngn)

We know there is a tn such that f = gnhn + πntn, so we may proceed:

f ≡πn+1 gnhn + πn(rnhn + sngn) ≡πn+1

πntn ≡πn+1 πn(rnhn + sngn)

Dividing both sides by πn, we get the following:

tn ≡ rnhn + sngn ( mod π)

Well, now our proof is clearly almost over, as we certainly are able to choose rn and sn that satisfy this

congruence, as the reductions of gn and hn are coprime modulo π, but our choices must still be somewhat

careful, in order to maintain our conditions about the polynomials’ degrees (and only because of that, as

the conditions related to congruences have been met).

Let Rn and Sn be polynomials satisfying tn ≡ Rnhn + Sngn ( mod π), and let Rn = gnqn + r′n, for

some polynomials qn, r′n ∈ OK [X], with deg r′n < deg gn. Then, we must have that

tn ≡ r′nhn + (Sn + qn)gn (*)

We’ll now see that r′n and (Sn + qn) are appropriate choices for rn and sn, respectively. By the definition of

r′n, its degree is less than m, so gn+1 = gn + πnrn will still be monic and with degree m. By the definition

of tn, its degree must not be greater than d, thus by (*), as gn’s degree is m, sn = Sn + qn may have

degree not greater than d−m. This completes our proof of the induction step.

Our base case, n = 1, is our theorem’s assumption. Thus our proof is complete.

Generally speaking, this kind of result will be interesting when trying to find solutions of certain

polynomial equations.
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As such, we also have a similar result about roots of some polynomials.

Lemma 2.2.14. Let K be a complete discrete valued field and v its normalized valuation function.

Let f ∈ OK [X] be a polynomial and f ′ its formal derivative. If there’s an a0 ∈ OK such that

v(f(a0)) > 2v(f ′(a0))

then f has a root a in Zp such that v(a− a0) > v(f(a0))− v(f ′(a0)).

Proof. Equivalently, we have that

|f(a0)| < |f ′(a0)|2

In order to prove this lemma, we’ll build a succession using a very famous method from numerical analysis,

Newton’s method. We will consider the sequence (an)n∈N0 , where

• a0 is the one given in the statement

• an+1 = an − f(an)
f ′(an)

We want to prove that

• |f ′(an)| = |f ′(a0)|, for all n ∈ N

• |(f(an))| ≤ |f(a0)|2
n

|f ′(a0)|2n+1−2
≤ ( |f(a0)||f ′(a0)|2 )2

n−1, for all n ∈ N0 (particularly, it is decreasing)

• f(an)
f ′(an)

∈ OK , for all n ∈ N0

• (an+1 − an) is decreasing

Assume we have our sequence and that it satisfies the first of these conditions until n. We will prove

these three items by induction.

We know we can write f(X) as its own Taylor Series centered in an, which means we have

f(an + Y ) = f(an) + Y f ′(an) + Y 2Fn(Y ) (*)

where Fn(Y ) ∈ OK [X]. Replacing Y by − f(an)
f ′(an)

, we get that

f(an+1) =
f(an)2

f ′(an)2
Fn(− f(an)

f ′(an)
)

More specifically, as f(an)
f ′(an)

∈ OK and Fn(Y ) ∈ OK [Y ]

|f(an+1)| ≤ |f(an)|2

|f ′(an)|2
=

=
|f(an)|2

|f ′(a0)|2
≤

≤ |f(a0)|2n+1

|f ′(a0)|2(2n+1−2)+2
=

=
|f(a0)|2n+1

|f ′(a0)|2n+2−2
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Which concludes the induction step for the second item: until n+ 1 that absolute value is decreasing. For

the first item, we may consider differentiating the expressions in (*), obtaining

f ′(an + Y ) = f ′(an) + 2Y Fn(Y ) + Y 2F ′n(Y ) (@)

Taking, once again, Y = − f(an)
f ′(an)

, and taking absolute values, we get, from the ultrametric inequality

|f ′(an+1)| ≤ max{|f ′(an)|, | − 2
f(an)

f ′(an)
Fn(Y ) +

f(an)2

f ′(an)2
F ′n(− f(an)

f ′(an)
)|}

with equality when the two absolute values on the right are different. Notice that we’re only dealing with

elements of OK , as all of those scary fractions must be elements of that set, by our induction hypothesis.

Also by our induction hypothesis, we know on one hand, that |f ′(an)| = |f ′(a0)|, and on the other

hand that | f(an)f ′(an)
|, which is an upper bound of the absolute value of the "big looking term" on the right, is

such that

| f(an)

f ′(an)
| = | f(an)

f ′(a0)
| ≤

= | f(a0)

f ′(a0)
| <

< |f ′(a0)| = |f ′(an)|

Therefore, we have that |f ′(an+1)| = |f ′(a0)|.

If the two first items verify the induction step, so does the third: | f(an+1)
f ′(an+1)

| = | f(an+1)
f ′(an)

| ≤ | f(an)f ′(an)
| ≤ 1, so

f(an+1)
f ′(an+1)

∈ OK .

As |(f(an+1))| < |f(an| is decreasing and |f ′(an+1)| = |f ′(an+1)| is constant, | f(an+1)
f ′(an+1)

| < | f(an)f ′(an)
|.

Now the base case, n = 0:

• The first point is trivial.

• |f(a0)| ≤ |f(a0)|1 ≤ 1, which is also trivial

• By our hypothesis, | f(a0)f ′(a0)
| < |f ′(a0)| ≤ 1, so this one is true as well.

• This one doesn’t really need a base case, but we’ll state that so it doesn’t look like we’ve forgotten

about it

With this we conclude our proof, but let us recall what we’ve proved. There is a sequence (an)n∈N0
such

that:

• It tends to some a in OK . More specifically, if we have non-negative integers m > n, am ≡ an(

mod π
f(an)

f′(an) , which means that, by taking n = 0, we get v(a− a0) > v(f(a0))− v(f ′(a0))

• Its images through f have decreasing absolute values, so they tend to 0
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And an even simpler corollary that ends up being used quite often.

Lemma 2.2.15. Let f ∈ OK [X] be a polynomial and f ′ its formal derivative. If there’s an a0 ∈ OK such

that f(a0) ≡ 0 mod p and f ′(a0) 6≡ 0 mod p then f has a root a in Zp such that a− a0 ≡ 0 mod p.

Proof. Trivial by the previous lemma.

Besides being results that are interesting in themselves, these are results that can be used at any

given time and that constitute one of the most relevant peculiarities of the p-adic numbers.

2.2.3 Extending absolute values

We might be interested in studying extensions of non-archimedean valued fields. Specifically, finite and

algebraic extensions may appear as rather natural objects to consider. However, there’s clearly a question

that we need to answer: are those fields non-archimedean valued fields as well?

Yes, they are, but we’re going to have to take a short walk across some concepts in order to reach the

results we’re looking for.

First off, let’s define a norm on a vector space over a (not necessarily non-archimedean) valued field:

Definition 2.2.16 (Norm on a vector space). Let (K, | · |) be a valued field and V a K-vector field. A norm

on V is a function || · || : V → R+ such that, for all v, w ∈ V and λ ∈ K:

i) ||v|| = 0⇔ v = 0

ii) ||v + w|| ≤ ||v||+ ||w||

iii) ||λv|| = |λ| × ||v||

Given a norm on V , we can easily define a metric given by the distance function d : (v, w) 7→ ||v − w||.

Definition 2.2.17. Two norms || · ||1 and || · ||2 on a vector field V are said to be equivalent if there are

positive constants C,D such that, for all v ∈ V ,

||v||1 ≤ C||v||2 and ||v||2 ≤ D||v||1

Even if they might induce different metrics (by virtue of being different from one another), two equivalent

norms induce the same topology in V . Now for the result we’re really interested in:

Theorem 2.2.18. Let K be a complete valued field and V a finite-dimensional vector space over K. Any

two norms on V are equivalent.

Proof. Found on page 123 of [Gou91].

We now know that, in a finite dimensional K-vector space (where K is complete), any norm is

equivalent, for instance, to the sup-norm with respect to any basis of the vector space. And that is a pretty

nice fact to have in mind, as the sup-norm is a rather simple object to think about.
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Proposition 2.2.19. Let K be a complete valued field, V a K-vector field and || · || a norm on V . V is

complete with respect to || · ||.

Proof. As we might have previously suggested, the bulk of the proof is the realization that any norm is

equivalent to any sup-norm. Taking this into account, we only have to notice V is complete with respect to

any given sup-norm.

Let (v1, . . . , vn) be a basis for V and || · ||sup be the sup-norm with respect to that basis. Let us consider

a sequence

(um) =

n∑
i=1

(aimvi)

The norm of a vector is simply the greatest out of its coefficients, thus (um) converges if and only if each

of (aim) does so. Specifically,

lim
m→∞

=

n∑
i=1

(( lim
m→∞

aim)vi)

Analogously, (um) being a Cauchy sequence is equivalent to all of the (aim) being Cauchy sequences,

which we know is equivalent to them being convergent, as K is complete, which is equivalent to (um)

being convergent. Therefore, V is complete with respect to || · ||sup. As any two norms induce the same

topology, V is complete with respect to any norm || · || on V .

Why would this matter? Well, an absolute value is a norm in itself, so if we can effectively extend

our absolute value on a complete field to a finite extension of that field, we will have a norm on that

extension. That means that that extended absolute value will be pretty well behaved and, most of all, the

field extension will remain a complete field with respect to that absolute value. This is interesting enough

to write a corollary about.

Corollary 2.2.20. Let K be a complete valued field and L a finite extension of K. If there is an absolute

value | · | on L extending the absolute value on K, then L is complete with respect to | · |

In addition, we also know that the limit of a sequence in L can be found by looking at the sequences

of coefficients for any basis.

Before moving forward and finding this extended absolute value, there is one thing we might want to

notice.

Corollary 2.2.21. If K is a complete valued field and L a finite extension of K, there is at most one

absolute on L extending the absolute value on K.

Proof. Let | · |1 and | · |2 be two absolute values on K extending the absolute value | · | on K. We’ll begin

by proving they’re equivalent as absolute values and only then we’ll prove they must be exactly the same.

The equivalence between them is equivalent to, for all x ∈ L, |x|1 < 1 if and only if |x|2 < 1. Given

x ∈ L, consider the sequence (xm) = xm. x converges to 0 with respect to the first absolute value if and

only if |x|1 < 1 and to the second if |x|2 < 1. Although it may not seem like the case at first, these are

equivalent occurrences. Both of them are norms on L as a K-vector space, so they must be equivalent

(as norms) and induce the same topology. Therefore, (xm)’s convergence to 0 doesn’t depend on the

choice of absolute value.
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If | · |1 and | · |2 are equivalent absolute values, there is α > 0 such that |x|2 = |x|α1 for all x ∈ L. But

we know these absolute values coincide in K. As long as | · | isn’t the trivial absolute value, this implies

α = 1 and that | · |1 and | · |2 coincide.

This uniqueness also means that, if we have a further extensionM and an element of L, we won’t

have a need to distinguish between its absolute value with respect to L or with respect toM , which is

good to know.

Now, we’ve been talking about this hypothetical extended absolute value. It’s time to finally take a look

at it. First, let’s introduce the norm function (unfortunate name, but not to be confused with a norm on a

vector space).

Assume L is a normal extension of K. Then NL/K : L→ K sends α into the product of its conjugates,

its images by the automorphisms of L that fix K.

Theorem 2.2.22. Let (K, | · |) be a complete valued field and L : K a finite extension with degree n. | · |

can be extended to L uniquely and L in complete with respect to that extended absolute value. That

absolute value is non-archimedean and is given by

|x| = n

√
|NL/K(x)|

In order to prove this result, we should first prove a small lemma about irreducible polynomials in

complete valued fields.

Lemma 2.2.23. Let K be a complete valued field and let f ∈ K[X] be a polynomial. If f(X) = anX
n +

· · ·+ a0 is irreducible, its coefficient with the least π-adic valuation is either an or a0.

Proof. Let’s assume f is such that there is a 0 < k < n such that vπ(ak) < vπ(an) and vπ(ak) < vπ(a0).

Out of all coefficients with minimum π-adic valuation, we pick their minimum as k.

We can multiply f by π−vπ(ak) in order to obtain a new polynomial g(X) = bnX
n + · · · + b0 which

is irreducible if and only if f is irreducible. For all 0 ≤ i ≤ n, vπ(bi) ≥ vπ(bk) = 0, thus g ∈ OK [X]. If

we consider g’s reduction modulo π, as vπ(bi) > vπ(bk) for all 0 ≤ i < k (due to k’s minimality), it is

b̄nX
n+ ¯bn−1X

n−1 + · · ·+ b̄kX
k, which factors toXk(b̄nX

n−k+ ¯bn−1X
n−1−k+ · · ·+ b̄k). We’re in condition

to apply Hensel’s Lemma (2.2.13), taking φ1 = Xk and φ2 = b̄nX
n−k + ¯bn−1X

n−1−k + · · ·+ b̄k, and to

conclude that there is a factorization of f in K[X] as the product of two polynomials f1 and f2, where f1
has degree k < n. Therefore, f is not irreducible, which contradicts the original statement.

Now that we have this smaller result, we can finally go ahead and prove our theorem which allows us

to get an extended absolute value for a finite extension of a complete valued field.

Proof. As the norm function is a group homomorphism between the multiplicative groups L× → K×, and

as N(0) = 0, it’s clear from the beginning that

• |x| = 0 if and only if x = 0

• For any x, y ∈ L, |xy| = |x||y|
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Therefore, what’s left to prove is that this alleged absolute value satisfies the ultrametric inequality. Let

x, y ∈ L. If one of them is 0, there’s nothing left to prove. Then, we can assume xy 6= 0 and that |x| ≤ |y|.

Hence, |x + y| ≤ max{|x|, |y|} ⇔ |xy + 1| ≤ max{xy , 1}. As |
x
y | ≤ 1, it suffices to prove that for all z ∈ L

with |z| ≤ 1, |z + 1| ≤ 1.

Let f(X) = Xn+an−1X
n−1+· · ·+a0 be the minimal polynomial of z. We should note that if [L : K] = l,

NL/K(z) = (−1)la
l/n
0 , which allows us to conclude a0 ∈ OK , as a0 ∈ K and |z| ≤ 1⇒ NL/K(z) ≤ 1⇒

|a0| ≤ 1. Now, if f(X) is a minimal polynomial, it’s irreducible and, by the previous lemma, as its leading

coefficient is 1 and a0 ∈ OK , all of its coefficients are in OK . f(X) is indeed not only in K[X] but also in

OK [X].

Furthermore, it’s clear that z + 1’s minimal polynomial is precisely f(X − 1) = Xn + (an−1 − n)Xn−1 +

· · ·+ (a0 − a1 + a2 + · · ·+ (−1)nan). Let a = (a0 − a1 + a2 + · · ·+ (−1)nan). This once again calls for

a fact we’ve already stated in this proof regarding the relation between a number’s minimal polynomial

and its norm, NL/K(z + 1) = (−1)lal/n. This allows us to deduce that vπ(NL/K(z + 1)) ≥ 0, as all

of f ’s coefficients have a non-negative valuation as well, and thus we conclude what we wanted to

conclude: if |z| ≤ 1, |z + 1| ≤ 1. Hence, | · | satisfies the ultrametric inequality and, as such, is indeed a

non-archimedean absolute value that extends | · |π to L.

This provides us an absolute value on L that extends the one on K, as well as a valuation that does

the same. However, this valuation isn’t necessarily normalized.

Definition 2.2.24. Let L/K be a finite extension of degree n and e = e(L/K) be the positive integer such

that

v(L) =
1

e
Z

We call e the ramification index of L over K. The extension L/K is said to be unramified if e = 1 and

totally ramified if e = n.

The conclusion that a finite extension of a non-archimedean valued field is still a non-archimedean

valued field is relevant, as that means all of the previous results still stand when we consider the extension

itself.

Definition 2.2.25. A local field is a complete and discrete valued field with a finite residue field.

We can notice that if L is a finite extension of K, then rL is a finite extension of rK . Let f = f(L/K)

be the degree of that extension.

Proposition 2.2.26. Let K be a local field and L a finite extension of K with degree n. Then, n =

e(L/K)× f(L/K).

There is a unique intermediate fieldM such that

• M/K is unramified, and thus [M : K] = f

• L/M is totally ramified and [L : M ] = e

Proof. The first part of the statement corresponds to Proposition 5.4.6 in [Gou91], while the second

corresponds to Proposition 5.4.11 in that same book.
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Example 2.2.27. We know that 2 is not a square in Q3 (as it is not a square in its residue field), thus

Q3(
√

2) is an extension of degree 2 of Q3. We can notice v3(Q3(
√

2)) = Z, and as such that we’re dealing

with an unramified extension. Thus our "expansion" is noticed in the residue field, which will now be

F3(
√

2), a field with 32 elements.

3 isn’t a square inQ3 either, which meansQ3(
√

3) is an extension of degree 2 as well. But we can easily

notice that, as v3(3) = 1, v3(
√

3) = 1
2 . This means this is a totally ramified extension, as v3(Q3(

√
3)) = 1

2Z

and 2 is the degree of the extension.

Considering Q3(
√

2,
√

3) we have an extension that is neither unramified nor totally ramified, with

e = f = 2.

This concludes our brief introduction to the p-adic numbers and other similar fields. We can now move

forward onto some other interesting matters.
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Part II
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Chapter 3

Relevant spaces

Now we’ve finally introduced p-adic numbers and other general local fields, it might be of interest to

introduce the spaces we intend to focus on. These will be, together with their endomorphisms, the

protagonists of our work. We’re very interested in knowing how linear applications work over these spaces,

but in order to learn anything about those actions and their properties, we need to initially focus on the

spaces themselves for a while.

Without further ado, let us introduce the spaces we will be focusing on during our work:

• Znp

• OnK , where K is a proper finite extension of some Zp

• (Qp/Zp)n

• (K/OK)n, where K is a proper finite extension of some Zp

These choices aren’t completely arbitrary. First of all, we should note these are all Z-modules and, more

specifically, OK-modules (for some local field K). Still, they’re Z-modules, which is of our interest as our

original motivation was studying Z-linear endomorphisms.

Now, there are two distinct families of spaces we will be studying: finitely generated free OK -modules,

and quotients of the kind (K/OK)n. These choices are heavily motivated by the integer case, where the

free Z-modules and the tori are the most relevant spaces.

Of course, it’s important to know which metric or topology we’ll define in these spaces. We have

already talked about norms and non-archimedean absolute values but what we haven’t done is verifying if

a norm based on a non-archimedean absolute value must always induce a non-archimedean metric.

It’s easy to see that’s not the case, by looking for instance at Z2
2 with the sum-norm. If d is the distance

function induced by the sum-norm related to the 2-adic value, we get that d((0, 0), (0, 1)) = d((0, 0), (1, 0)) =

1 < 2 = d((0, 0), (1, 1)). The sup-norm, however, does maintain the non-archimedean properties. This

points us into considering the distance induced by the sup-norm the default distance in these spaces.

Thus it’s only natural that we consider the distance on these spaces to be the one induced by the

sup-norm induced by the absolute value on the corresponding field. Now, we’ll focus on studying these

metric spaces for a while, as a first step towards understanding how linear applications act on them.
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3.1 Znp and On
K

Even though we’ve split these two cases apart, they are essentially the same. Hence we’ll use the usual

notation for a generic field K and integer ring OK , with π being a uniformizer, just like p is a uniformizer of

Qp.

In order to discuss issues regarding these spaces’ topology, we must first have a topology. As such,

let us start by defining a distance in K.

Definition 3.1.1. Let K be a local field, π a uniformizer and q the cardinality of rK . We define the π-adic

absolute value

| · |π : K → R+

x 7→ q−vπ(x)

where q−∞ is taken as 0.

From this, we can define a distance function in K.

d : K ×K → R+

(x, y) 7→ |x− y|π

Now, this distance is simply one of the many distance functions that induce in the local field K the

same topology as the one induced by π-adic absolute values, which is precisely the kind of thing we intend

to study. A few of the things we want to know about have already been stated in 2.1.3, but not all of them.

Definition 3.1.2. A metric (or, more generally, a topological) space X is said to be compact if, for all open

covers of X = ∪i∈IXi, there is a finite subset J ⊆ I such that X = ∪j∈JXj . A metric (or topological)

space X is said to be locally compact if, for all x ∈ X, x has a compact neighbourhood.

Theorem 3.1.3. If K is a local field, K is locally compact and OK is compact.

Proof. Actually, we’ll prove that OK is compact first, as that will allow us to prove the other statement

(every point in K has a neighbourhood that’s homeomorphic to OK !). OK is a closed subset of a

complete space, so it is complete as well. Now, we’ll have to see it is totally bounded, that is: for all

ε > 0, there’s a finite set of open balls with radius less than ε that covers the entire space. Let q be the

cardinality of the residue field rK . If ε > 1, the question is trivial. Otherwise, let m be the smallest integer

such that p−m < ε. Let x1, x2, . . . , xqm be representatives of all the cosets of K/(πmK). It’s clear that

OK ⊆ ∪q
m

i=1B(xi, p
−m) ⊆ ∪q

m

i=1B(xi, ε). Now that we know this, we must prove that these two conditions

imply the compactness of OK .

Lemma 3.1.4. A metric space X that is complete and totally bounded must be compact.

Proof. First we must note the widely known result that sequential compactness implies compactness.

Now, we’ll prove that a complete and totally bounded metric space must be sequentially compact. As
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completeness is one of the hypotheses, we’ll prove that any sequence must have a Cauchy subsequence

(that will then be convergent, by completeness of the space).

As X is totally bounded, for each m there is a finite set of open balls with radius 2−m that covers

X. Let, for each integer i > 0, Si be a finite set of open balls with radius 2−i that covers X. Now let us

consider (xn)n∈N. We’ll prove by induction that there is a subsequence (yn)n∈N of the previous sequence

which is a Cauchy sequence.

As S1 is finite and covers the entirety of X, there must be a A1 ∈ S1 such that (xn)n∈N is infinite. Let

us then consider the subsequence that arises from taking only the terms which are in A1. We can choose

the first term which is in A1, as being y1.

Assume we have already chosen y1, y2, . . . , yn (a "finite subsequence" of (xn)) and A1, A2, . . . , An

such that

{(xn)n∈N} ∩ ∩ni=1Ai

is infinite and such that if j ≥ i, yj ∈ Ai. First, let us note that these elements look somewhat promising if

we’re trying to find a Cauchy sequence: as if j ≥ i, yj ∈ Ai, that means that if j, k ≥ i, d(yj , yk) < 2−i.

Now we’ll see we can find a yn+1 such that y1, y2, . . . , yn+1 is under the previous assumptions. As, by

hypothesis,

{(xn)n∈N} ∩ ∩ni=1Ai

is infinite and Sn+1 is such that its open balls cover X, and the previous intersection is infinite, there must

be an An+1 such that

{(xn)n∈N} ∩ ∩n+1
i=1 Ai

is infinite as well. If yi = xsi for all 0 < i ≤ n, where 0 < s1 < . . . < sn , that means there must be an

index sn+1 > sn such that xsn+1
is in the lastly referred intersection. Thus we have found our yn+1.

The sequence that arises from this process is thus a Cauchy sequence, which, by the completeness

of X, must be convergent. Hence we have proved that every sequence has a convergent subsequence,

as we intended to.

As OK is totally bounded and complete, it is proved that is must be complete, by the previous

lemma.

Of course, we’re interested in studying OnK and not simply OK , but studying the latter is a relevant

step towards studying the former. Let us consider the following distance function:

Definition 3.1.5. Let K be a local field, π a uniformizer and n a positive integer. We define d, the π-adic

distance on Kn, as the following function:

d : Kn ×Kn → R+

((x1, . . . , xn), (y1, . . . , yn) 7→ sup
1≤i≤n

{|xi − yi|π}

Accordingly, we can also define a "valuation" on these vector spaces.

25



Definition 3.1.6. Let K be a local field, π a uniformizer and n a positive integer. We define vπ, the π-adic

valuation on Kn, as the following function:

vπ : Kn → R+

(x1, . . . , xn) 7→ inf
1≤i≤n

{vπ(xi)}

These two concepts of π-adic distance and π-adic valuation on Kn end up being dual concepts

just as the absolute values and valuations were in the 1-dimensional case, and we have that simply

d(0, x) ≡ evπ(x).

This distance preserves the ultrametric inequality as thus seems more appropriate to study than its

archimedean counterparts. It’s also important to note that it induces the product topology corresponding

to the topology we were considering previously on K.

Taking this into account, it’s now time to prove some results about these metric spaces.

Proposition 3.1.7. If K is a local field and n is a positive integer, Kn and OnK are fully disconnected.

Proof. This is simply a generalization of 2.1.14. We just want to notice that, for any two different points

x, y ∈ Kn, there are disjoint complementary open sets A,B such that x ∈ A and y ∈ B. Equivalently, we

want to prove there is a clopen set A such that x ∈ A and y 6∈ A. By the definition of d, it can only take

values that the π-adic absolute value is able to take. As K is a local field, it is discrete, so d can only take

values in a certain discrete subset of R+, D.

If d(x, y) = r, then there is a real number δ ∈]0, r[\D. B(x, δ) = B̄(x, δ) and hence this set is a clopen

set that contains x but doesn’t contain y. We have proved Kn is fully disconnected.

OnK is proved to be fully disconnected as well by the exact same proof.

Other topological result we have proved about local fields was 3.1.3, referring to its ring of integers’

compactness. Of course, it’s only natural to try and prove a similar result about OnK . If we’re familiar with

Tychonoff’s theorem, which states that any product over a set of compact sets must be compact as well

regarding the product topology, this is nothing but a mere corollary of 3.1.3. If that’s not the case, we may

then prove it for finite products.

Theorem 3.1.8 (Finite Tychonoff theorem). Let X1, . . . , Xn be compact topological spaces. Then X1 ×

· · · ×Xn is compact regarding the product topology.

Proof. By proving this result for n = 2, the general case follows by induction. Let us consider X,Y , two

compact topological spaces. Let ∪i∈IUi be an open cover of X × Y . By the definition of product topology,

if x ∈ X and y ∈ Y are such that (x, y) ∈ Ui for some i ∈ I, there are open neighbourhoods V (x, y) of x

in X andW (x, y) of y in Y such that (x, y) ∈ V (x, y)×W (x, y) ⊆ Ui. Hence finding a finite subcover of

∪i∈IUi can be reduced to finding one of ∪x∈X,y∈Y V (x, y)×W (x, y).

Fixed x0 ∈ X, {x0} × Y (with the subset topology) is homeomorphic to Y (with Y ’s topology),

hence it is compact. So we know that ∪y∈Y V (x0, y) × W (x0, y) has a finite subcover (of {x0} × Y )

∪1≤i≤kx0V (x0, yi)×W (x0, yi). Let V (x0) = ∩1≤i≤kx0V (x0, yi). This is an open neighbourhood of x0. We
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can define this analogously for any x ∈ X. Now, we know X = ∪x∈XV (x) has a finite subcover, as X is

compact. Let ∪1≤i≤lV (xi) be such a finite subcover. Then we can conclude that

∪1≤i≤l(∪1≤j≤kxiV (xi, yj)×W (xi, yj))

is an open finite subcover of X × Y = ∪x∈X,y∈Y V (x, y)×W (x, y), which allows us to conclude X × Y is

compact.

In order to do the induction step, assume it holds for a product of n compact spaces. It also holds for

the product of 2 compact spaces. Let X1, . . . , Xn, Xn+1 be compact spaces. X1× · · · ×Xn is compact by

induction hypothesis, so (X1 × · · · ×Xn)×Xn+1 is compact as it is the product of two compact spaces.

But (X1 × · · · ×Xn)×Xn+1
∼= X1 × · · · ×Xn ×Xn+1, so the latter is compact as well, as we wanted to

prove.

We can now conclude what we wanted to prove:

Corollary 3.1.9. If K is a local field and n a positive integer, OnK is a compact space.

Proof. As OK is compact, this is a direct aplication of 3.1.8

3.2 (Qp/Zp)n and (K/OK)n

Just as in the previous section, these two cases are essentially the same and thus we’ll use the same

notation as in that section.

As we’ve already introduced our distance function for a local field K, now we may be interested in

noting that we’re still able to have a "well-behaved" distance function on these quotients.

d : (K/OK)× (K/OK)→ R+

(x+OK , y +OK) 7→

 dK(x, y), if (x− y) 6∈ OK
0, otherwise

Where dK is our distance function defined on K. This new distance being well defined depends on

effectively d(x+OK , y +OK) not depending on the choice of representatives when these two cosets are

different. Let us prove that’s the case.

Proof. If x − y 6∈ OK , vπ(x − y) < 0. If x′ ∈ x + OK and y′ ∈ y + OK , (x′ − y′) = x − y + z, where

vπ(z) ≥ 0 > vπ(x− y), which means vπ(x′ − y′) = vπ(x− y).

The fact that this distance is indeed a non-archimedean distance follows directly from the fact that

we still have a valuation in points other than 0 +OK , while the small nuisance that may arise from this

artificial definition on 0 is easily set aside.

Besides the distance, of course we also have a topology to care about, even if it is a rather uninteresting

one: the discrete topology. This is the quotient topology that comes from the topology we have in K, as
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we can see by the following: The pre-image of any individual point x +OK ∈ K/OK by the canonical

projection map is the set x+OK ⊂ K which is, in itself, an open subset of K. Hence all elementary sets

of K/OK are open sets and the induced quotient topology is the discrete topology.

If the topology we’re working with is the discrete one, topology might not suffice in the journey of trying

to find out how these quotients work. As such, let us do so by finding a rather satisfying description of

them.

Lemma 3.2.1. As additive groups, OK/(πkOK) and (π−kOK)/OK are isomorphic.

We know that K = ∪i∈N(π−iOK). Consequently, we have that

(K/OK) ∼= ∪i∈N((π−iOK)/OK)

This means that these quotients are a union of finite sets which, in itself, is something to rejoice about,

but what it further means is that these quotients encapsulate the behaviour of the finite quotients of O

and are defined by the behaviour of those finite quotients as well.

On the other hand, there’s something we suggested we wouldn’t talk about but isn’t very nice to ignore:

can we find a simple description of Qp/Zp? We can do so indeed by, for instance, taking a look at the

statement provided in the previous paragraph. Hence we have that

Qp/Zp ∼= {
a

pn
+ Z : a, n ∈ N}

This quotient is isomorphic to a certain relevant subset of the rational torus: the p-torsion subgroup of

the rational torus, the set of elements of the ration torus with a power of p as their additive order. Maybe

somewhat unexpectedly, this space is simpler than (and even a subgroup of) its standard counterpart.

With this, we end our short tour through our favourite spaces and their metrics, topologies and

distances.
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Chapter 4

Action of endomorphisms over p-adic

vector spaces

We will now be focusing on some assertions we can make about linear algebra over the p-adic numbers.

In order to find invariants of any kind, it would seem useful to shed some light on the dynamics of these

actions by integer matrices.

We’ll be mainly focusing on the previously referred spaces paired with their respective distance

functions, which we’ve already defined in 3.1.5.

4.1 General facts about vπ and d

Now, it makes sense to generalise the concept of valuation presented in 3.1.6 to linear applications over

Kn. That is, identifying L(Kn,Kn), the space of linear functions from Kn into itself withM(n,K), the set

of n× n matrices with terms in K, we present the following definition:

Definition 4.1.1. Let K be a local field, π a uniformizer and n a positive integer. We define vπ, the π-adic

valuation onM(n,K), as the following function:

vπ :M(n,K)→ R+

(xn)1≤i,j≤n 7→ inf
1≤i,j≤n

{vπ(xi,j)}

Remark 4.1.2. Even though we’re calling it a valuation onM(n,K), we’re doing so in a somewhat informal

way: after all,M(n,K) isn’t a field. Besides that fact that may seem just a simple detail, it’s easy to note

that this valuation doesn’t satisfy vπ(AB) = vπ(A) + vπ(B).

In order to see that, we might just take a look at the 2-adic valuation of the following matrices:1 1

1 3

1 1

1 3

 =

2 4

4 10
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The 2-adic valuation of each of the matrices on the left-hand side is 0, while the valuation of the one on

the right-hand side is 1. As 0 + 0 6= 1, we can conclude this doesn’t behave as a valuation inM(2,Q2).

Furthermore, as all of these matrices are actually in GL(2,Q2), we can also deduce that restricting

this "valuation" to the general linear group isn’t enough to fix this.

Nevertheless, the inequality vπ(AB) ≥ vπ(A)+vπ(B) is clearly verified, as, for some A′, B′ ∈M(n,K)

such that A = πvπ(A)A′ and B = πvπ(B)B′,

AB = πvπ(A)A′πvπ(B)B′ = πvπ(A)+vπ(B)A′B′

By the definition of A′ and B′, both of them must have 0 as their π-adic valuation and, as such, be elements

ofM(n,OK). This means that A′B′ ∈ M(n,OK) as well, which implies vπ(A′B′) ≥ 0 and thus that

vπ(AB) ≥ vπ(A) + vπ(B).

Lemma 4.1.3. Let A ∈ M(n,OK) be a matrix such that vπ(det(A)) = n × vπ(A). There’s a matrix

A′ ∈ GL(n,OK) such that A = πvπ(A)A′ and vπ(det(A′)) = vπ(A′) = 0.

Proof. DefiningA′ as it was previously stated, it’s clear that vπ(det(A′)) = vπ(A′) = 0. The only thing that’s

left to prove in that A′ is invertible inM(n,OK). That is simply a direct consequence of its determinant

being invertible in OK , as its π-adic valuation is 0.

Remark 4.1.4. Matrices in GL(n,OK) must satisfy this condition. If A ∈ GL(n,OK), vπ(det(A)) = 0 by

virtue of being in the general linear group.

On the other hand, it’s also clear that vπ(A) = 0. vπ(A) ≥ 0 as A ∈M(n,OK), and vπ(A) > 0 would

imply vπ(det(A)) > 0, thus vπ(A) = 0.

Having these definitions, it’s now time to try and start studying how these matrices act on the spaces

we’ve been focusing on.

Proposition 4.1.5. Let K be a local field, π a uniformizer, n a positive integer and A ∈ GL(n,OK).

If d is the distance function induced in Kn by the sup-norm regarding the π-adic absolute value, A

acts as an isometry on Kn regarding d.

Proof. Equivalently, as d(0, x) ≡ evπ(x), we will prove that, for all w ∈ Kn, vπ(Aw) = vπ(w). Without loss

of generality, we can assume vπ(w) = 0, as other cases differ only by multiplication by a power of π.

We intend to prove that if w ∈ OK and A ∈ GL(n,OK) are such that vπ(w) = 0 and vπ(A) = 0,

vπ(Aw) = 0 as well. It’s clear that vπ(Aw) ≥ 0, as OK is closed for addition and multiplication, so

what’s left to prove is that vπ(Aw) < 1. We can do so by considering the projections on the residue field

rK = OK/(πOK). Let A′ be the projection of A and w′ the projection of w. By hypothesis, A′ ∈ GL(n, rK)

and w′ ∈ rnK is nonzero. We want to prove that A′w′ 6= 0 as well.

Of course, this follows trivially from A′ being an automorphism, which means its kernel is trivial.

Corollary 4.1.6. Let K be a local field, π a uniformizer, n a positive integer and A ∈M(n,K) such that

vπ(det(A)) = πnvπ(A), B ∈M(n,K) . Let w ∈ Kn.
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• vπ(Aw) = vπ(A) + vπ(w).

• vπ(AB) = vπ(BA) = vπ(A) + vπ(B).

With these propositions we can conclude that these choices for distances and valuations do make

some sense, as they showcase some "good behaviour" for these operations.

4.2 Dynamics

4.2.1 Periodicity and recurrence

Besides studying what happens by applying one iteration of this linear function, we’re interested in studying

the dynamics of this action and what happens in general when we repeatedly apply this function.

In general, there’s not much to be said regarding a generic linear application’s periodicity over K or

OK , but there is something to say about recurrence., deriving from its periodicity over finite quotients of

OnK .

Proposition 4.2.1. Let K be a local field, n a positive integer and π a uniformizer. If A ∈ GL(n,OK), we

can say that, for the application of A:

• Any point in (K/OK)n is periodic.

• Any point w ∈ Kn is recurrent. This is, for any ε > 0 there’s m ∈ N such that d(w,Amw) < ε.

Proof. The first statement gets clearer if we take into account 3.2.1. The structure of this quotient is deeply

connected to the finite quotients of OnK . Specifically, that lemma implies that a certain w ∈ (K/OK)n must

be in a certain ((π−iOK)/OK)n, while 4.1.5 implies all of its successors by iterating the application of A

will remain in that same finite quotient. As that set is finite, (Amw)m∈N must at one point repeat a term,

which means it must be eventually periodic.

Let k be the smallest index from which the sequence starts being periodic (and t the period). If

k = 0, there’s nothing left to prove. If k > 0, let us notice that A−1 ∈ GL(n,OK) as well, and so that

Ak−1w = A−1Akw = A−1Ak+tw = Ak+t−1w, which means the sequence starts being periodic at k − 1,

contradicting k’s minimality. Thus the sequence must be periodic.

For the second point, we should note that the behaviour of the iteration of applications of A in quotients

of the form (OK/(πiOK))n is fundamentally the same as in quotients of the form ((π−iOK)/OK)n. That

means that, for all positive integer i, the application of A is periodic in (OK/(πiOK))n. If two elements of

OK are congruent modulo πi, with i a positive integer, the distance between them must be less than e−i.

Hence, the periodicity in finite quotients proves the recurrence we wanted to prove.

Now, we may introduce a rather interesting lemma regarding the order of these linear applications

over sets of the kind (OK/(πkOK))n. If we’ve just stated that these orders must exist, it just makes sense

to effectively go ahead and compute them, when possible.
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Given a matrix A ∈ M(n,OK), let us recall that we’ve defined its π-adic valuation as the minimum

valuation across all of its entries. In order to achieve the result we’re aiming for, we’ll start by proving a

slightly more general result than the one we’re trying to achieve.

Proposition 4.2.2. Let K be a local field, p the characteristic of its residue field, π a uniformizer, A,B ∈

GL(n,OK) such that A ≡ B mod π and AB = BA. Let m ∈ N. We can say the following about

vπ(Am −Bm):

• If (p− 1)vπ(A−B) > vπ(p), then vπ(Am −Bm) = vπ(A−B) + vπ(m)

• If p = 2 and v2(A− B) = 1, then v2(A2m − B2m) = v2(A2 − B2) + v2(m), and v2(Am − Bm) with

odd m is simply 1.

Proof. Let us start by noticing that, given a local field K, there is a single prime number with non-zero

valuation (and it is greater than zero, in fact). That prime number is the characteristic of its residue field,

p, which projects onto 0 in the residue field precisely because p ∈ πOK . To see that every other prime

number must have zero as their valuation is quite easy. Let’s assume that wasn’t the case and there was

another prime q with non-zero valuation. We could write 1 as a linear combination with integer coefficients

of p and q and that would imply that vπ(1) ≥ min{vπ(p), vπ(q)} ≥ 1, which is trivially false.

The second case shall be treated separately. For the first, let us assume A = πkM + B, where

vπ(M) = 0. Note that if AB = BA, then πkMB +B2 = B · πkM +B2, which means BM = MB. We’ll

take this into account throught the entire proof.

We’ll prove the result by induction on the exponent.

If p 6 |m, vπ(Am −Bm) = k. Let us consider that

Am −Bm = (A−B)

m−1∑
i=0

AiBm−1−i

The sum on the right-hand side amounts to N = m× Am−1, modulo πk. As p 6 |m and A ∈ GL(n,OK),

vπ(det(N)) = 0 = vπ(N). By 4.1.6, vπ(Am −Bm) = vπ(Am −Bm) + vπ(N) = vπ(Am −Bm).

If the exponent is p, we can expand (πkM + Id)p − Id as

p∑
i=1

(
p

i

)
πkiM iBp−i

As all of the non-unitary binomial coefficients have the same π-adic valuation as p and as vπ(p) < (p− 1)k,

the term
(
p
1

)
πkM will be the one with the smallest valuation. Looking at the expression, the valuation

of each term depends on their respective binomial coefficient and on the exponents of π andM and as

such it’s clear that the term with the smallest valuation had to be between that summand and the p-th

one:
(
p
p

)
πkpM i. As kp > k+ vπ(p), the former must have the lowest valuation among all summands. This

means the sum must have the same valuation as that term: k + vπ(p).

These two distinct induction steps allow us to conclude the first part of the lemma, as in order to

compute an arbitrary vπ(Am − Idm), we simply have to do so for m′, pm′, p2m′, . . . until m, where m′ is

the greatest divisor of m that’s not divisible by p.
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When we don’t have the inequality that’s present in the first case, things get trickier. When we have

the opposite inequality, we may be able to compute the valuations by performing the same calculations,

but equality is, in general, terrible to deal with, as the valuation of the sum of two terms with the same

valuation can be, a priori, arbitrarily large. That, together with the existence of other terms, constitutes a

rather complicated challenge. Thus we opt into solving a simpler case: when π = p = 2 and k = 1.

The argument for when 2 6 |m is the same as the one used before. What will change, however, is

the argument for when the valuation actually increases due to the exponent. First we should note that if

v2(A−B) = 1, v2(A2 −B2) > 1. If A = 2M +B, with 2 6 |M , A2 −B2 = 4M2 +
(
2
1

)
2MB, which clearly

has at least 2 as its 2-adic valuation. Now, we can simply apply the first part of this lemma, as A2 and B2

are such that (2− 1)v2(A2 −B2) > v2(2).

This proposition might not sound completely innovative for someone who has previously met what is

called the Lifting the Exponent Lemma 1. To us, however, most of this proposition’s usefulness comes

when B is the identity matrix. In that case, we’re pretty much just computing the order of A in finite

quotients of OnK .

Lemma 4.2.3. Let K be a local field, p the characteristic of its residue field, n a positive integer, π a

uniformizer, A ∈M(n,OK), A ≡ Id mod π. Let m ∈ N. We can say the following about vπ(Am − Id):

• If (p− 1)vπ(A− Id) > vπ(p), vπ(Am − Id) = vπ(A− Id) + vπ(m)

• If p = 2 and v2(A − Id) = 1, v2(A2m − Id) = v2(A2 − Id) + v2(m), and v2(Ak − Id) with odd k is

simply 1

Proof. Trivial by 4.2.2, by taking B = Id.

Lemma 4.2.4. Let K be a local field, n a positive integer, π a uniformizer, A,B ∈ M(n,OK). If there’s

C ∈ GL(n,OK) such that AC = CB, then, for all m ∈ N,

vπ(Am − Id) = vπ(Bm − Id)

Proof. If AC = CB, then B = C−1AC and Bm = (C−1AC)m = C−1AmC. This means that Bm − Id =

C−1AmC − Id = C−1(Am− Id)C. As both C,C−1 ∈ GL(n,OK), we can apply 4.1.6 in order to conclude

that vπ(Bm − Id) = vπ(C) + vπ(Am − Id) + vπ(C) = 0 + vπ(Am − Id) + 0 = vπ(Am − Id).

The statement that motivated the search of 4.2.2 and 4.2.3, which is a widely known lemma, is a result

about orders of matrices modulo powers of prime numbers. That "original statement" is equivalent to a

less general version of the previous lemma which we would directly obtain if we only took into account

p-adic fields (and the respective primes p as their uniformizers) and not general cases of local fields. That

corollary is the following:

Corollary 4.2.5. Let p be a prime number, A ∈M(n,Zp) such that ord(A, p) = t (t is the smallest positive

integer such that Ak ≡ Id mod p) and At = pkM + Id, where M ∈ M(n,Zp) is such that p 6 |M and

k > 0 is an integer.
1It can be found on Wikipedia
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• If p 6= 2 or k > 1, ord(A, pi) = t for all i ≤ k, while ord(A, pk+l) = tpl, for all k ≥ 0

• Otherwise, there’s a j ≥ 2 such that ord(A, 2i) = 2∀2 ≤ i ≤ j and ord(A, 2j+l) = 2l+1 ∀l ≥ 0

Proof. The first case corresponds to the first case of 4.2.3. First, we should note that it’s obvious that

ord(A, pi) = t for all i ≤ k. Now we’re interested in computing the other orders.

Let’s note that those orders must always be divisible by t. We can compute vp(Atm − Id) for any

positive integer m as, by 4.2.3, it will be equal to k + vp(m). Thus it’s very easy to see that the smallest m

such that vp(Atm − Id) = k + l, for any positive integer l, is pl. That allows us to conclude the rest of the

first item: ord(A, pk+l) = tpl.

The second case corresponds to the second item of 4.2.3. The integer j in the statement is equal

to v2(A2 − 1), which allows us to conclude, analogously to when we proved the first item, that, as

v2(A2m − Id) = j + v2(m), ord(A, 2j+l) = 2× 2l.

Remark 4.2.6. The parameters t and m are invariant by conjugacy. This happens because they fully

depend on the valuation of Ak − Id, which is invariant by conjugacy as well, as we know by 4.2.4.

These small propositions do quite a bit for our intuition about the behaviour of the orbits through linear

applications on these spaces, which will be our next focal point.

4.2.2 Orbits and minimal sets

Definition 4.2.7. Let K be a field and A ∈ GL(n,K). The orbit of x through A, noted OA(x), or simply

O(x) if it’s clear which matrix A we’re referring to, is the set

{y ∈ Kn : ∃t ∈ Z, Atx = y}

Other than the orbits, there are some other sets (related to them) we may want to introduce:

Definition 4.2.8. Let K be a topological field, n a positive integer and A ∈ GL(n,K). If x ∈ Kn, its

minimal set by A (notedMA(x) or simplyM(x)) is the topological closure of its orbit by A.

First of all, we’ll be interested in these definition mostly when K is a local field. And in case this

definition isn’t sufficiently clear, what it means is that, ifK is a local field and π ∈ K is a uniformizer, y ∈ K

is inM(x) if and only if, for all positive integers k, there’s an integer t such that vπ(y −Atx) ≥ k. There

are still some rather simple things to say about these sets.

We should note that, under these conditions, the minimal sets form a partition of Kn consisting of

closed sets that are closed under the application of A.

Lemma 4.2.9. Let K be a local field, n a positive integer and A ∈M(n,K). Each minimal set is closed,

and closed under the application of A. Moreover, the minimal sets form a partition of OnK .

Proof. It’s trivial that each minimal set must be closed.

Let π be a uniformizer, y ∈ M(x). That means that ∀k ∈ N∃t(k) ∈ Z : At(k)x ≡ y mod πk. Let

m be an integer. We want to prove that Amy ∈ M(x). That’s a direct consequence of y ∈ M(x),
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however. We simply have to apply Am to both sides of those equalities and we’ll achieve what we want:

∀k ∈ N∃t′(k) ∈ Z : At
′(k)x ≡ Amy mod πk, where t′(k) = t(k) +m.

Now we want to prove that the minimal sets form a partition of OnK . We have two things to prove:

• The minimal sets cover the entirety of OnK

• If the intersection between two minimal sets is non-empty, those two empty sets are the same. Once

again, the first statement is trivial, as ∀x ∈ OnK , x ∈M(x).

For the second statement, let us consider x, y, z ∈ OnK such that z ∈M(x)∩M(y). That means that,

∀k ∈ N∃tx(k), ty(k) : z ≡ Atx(k)x ≡ Aty(k)y mod πk. From this we can conclude that x ∈M(y) and

y ∈M(x): ∀k ∈ Nx ≡ Aty(k)−tx(k)y mod πk, while ∀k ∈ N y ≡ Atx(k)−ty(k)x mod πk.

As we know by the second point of this lemma, minimal sets are closed under the application of

A, which must then mean O(x) ⊆ M(y) and O(y) ⊆ M(x). But of course, by each of those two

inclusions, M(y) must contain the closure of O(x), whileM(x) must contain the closure of O(y),

which means thatM(x) = M(y).

This result is the first thing one might think of when considering minimal sets, but it’s not everything

one can prove about them. For instance, we’ll now state and prove a proposition regarding the cardinality

of {M(x) : x ∈ Kn}. In order to do so, we must first introduce the Haar measure, or rather the Haar

measure specifically in OnK .

4.2.3 Haar there any measures on local fields?

We’re interested in introducing a measure in a local field K (or simply in its ring of integers). First of all, let

us define what is a measure, before presenting our favourite measure.

Definition 4.2.10. Let X be a set. Σ ⊆ P(X) is a σ-algebra on X if X ∈ Σ and Σ is closed under

complement and countable unions.

Definition 4.2.11. Let X be a set and Σ a σ-algebra on X. µ : Σ→ R ∪ {+∞} is a measure if it satisfies

the following conditions:

• For allM ∈ Σ, µ(M) ≥ 0

• µ({ }) = 0

• For any countable set {Mi}∞i=1 ⊆ Σ, where i 6= j ⇒Mi ∩Mj = { }, µ(∪∞i=1Mi) =
∑∞
i=1 µ(Mi)

Wemay now present ameasure µ0 which is called a Haarmeasure onOK , by letting µ0(B̄(x, qm)) = qm,

for any x ∈ OK and m ∈ Z≤0, where q = |rK |(Proposition 13.16 in [Sut19]).

We’re just defining this measure on the semi-ring of open balls2 of OK , but as it is additive in that

semi-ring, we can easily extend it to the ring that’s generated by those same open balls. The fact that this

measure over this semi-ring is additive is a consequence of it being translation invariant and, as such,
2We actually define it on closed balls, but we know they are open balls as well. We did this because the numbers look nicer this

way, with the measure of a ball coinciding with its radius
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µ(B̄(0, qm)) = qm = q × qm−1 =

q∑
i=1

B(yiqm, q
m+1)

Where the yi are representatives of the cosets in rK .

We can extend it to to a measure µ onKn, n ∈ N by letting µ(B̄(x1, q
m1)× . . .×B̄(xn, q

mn)) = q
∑n
i=1mi .

The existence of this measure isn’t a feat in itself, at least for us, as we’re doing nothing other than stating

the existence of this Haar measure for Kn, which is a locally compact topological group, where those do

exist for certain.

This measure will eventually be a means to an end, when we use it to prove a result we’ll present later.

4.2.4 Counting minimal sets

Proposition 4.2.12. Let K be a local field, π a uniformizer and n a positive integer, A ∈ GL(n,OK). If

vπ(A− Id)(p− 1) > vπ(p) and either n > 1 or K isn’t isomorphic to some Qp, then {M(x) : x ∈ Kn} is

uncountable.

Proof. First of all, let us recall what is the closed ball B̂(x, l), for a given integer t and x = (x1, . . . , xn) ∈ Kn.

By the definition of our distance function in Kn, it is {y = (y1, . . . , yn) ∈ Kn : |yi − xi| ≤ l∀1 ≤ i ≤ n},

where, if π is a uniformizer, we have

| · | : K → R+

x 7→ P−vπ(x)

where P is the cardinality of rK . We should note that a closed ball B̄(x, P−t) must have P−nt as its Haar

measure. Taking that into account, we can use 4.2.3 to get some upper bounds for the Haar measure of

a minimal set.

We know, in abstract, that the following must be true, asM(x) is the closure of O(x):

M(x) ⊆ ∪i∈N0
B̄(Aix, ε)

for any ε > 0. We can use 4.2.3 in order to turn this into a more useful statement. By that lemma, if o is the

order of Amodulo π and w = vπ(Ao− Id), and vπ(A− Id)(p−1) > vπ(p), then vπ(Aom− Id) = w+vπ(m)

for any positive integer m. Well, this means that, for any x ∈ Kn, Aomx ∈ B̄(x, P−w−vπ(m)). This allows

us to reduce that infinite union to a finite union of measurable balls3! Therefore we get the following

inclusion, for any positive integer t:

M(x) ⊆ ∪p
t(o−1)
i=0 B̄(Aix, P−w−vπ(p)t)

Which immediately provides us an upper bound for the measure ofM(x)

pt(o− 1)Pn(−w−vπ(p)t)

3We should recall that any point in a non-degenerate closed ball is a center of that ball
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We know that P = pq for some positive integer q, so we may further simplify the expression

(o− 1)pt−qn(w+vπ(p)t) = (o− 1)p−qnwpt(1−qnvπ(p))

Which means that, as long as qnvπ(p) > 1, we’re facing a sequence of upper bounds that tends to 0.

Which means that, if qnvπ(p) > 1,M(x) = 0, for any x ∈ Kn. A countable union of sets with measure 0

must have 0 as its measure, thus {M(x) : x ∈ Kn} must be uncountable.

Of course, qnvπ(p) > 1 if and only if either n > 1 or qvπ(p) > 1. This last statement is true if and only

if K is not a p-adic field. If it is a p-adic field, clearly both of those integers are equal to 1; if both those

integers are equal to 1, on on hand p is a uniformizer of K and on the other its residue field is isomorphic

to Fp. By our characterizations of local fields, specifically the one that views its elements as power series

in a uniformizer, this immediately shows K must be isomorphic to Qp.

It’s important to note that, even though the conditions on this proposition might seem strange, they

are satisfied for instance when we’re simply talking about any Znp with n > 1. Of course, it’s natural to be

curious about the case where n = 1 and K is isomorphic to some Qp. Is it still true but it requires another

proof, or does it not hold up? Well, it just doesn’t hold up, as we will now prove.

Proposition 4.2.13. Let p > 2 be a prime number. There are matrices A ∈ GL(1,Zp) such that, for each

positive integer n, there’s a minimal set with Haar measure p−1
pn .

Proof. In order to prove this, we must first choose A wisely. Well, we may stop pretending this is a problem

about matrices, as this is the one-dimensional case, and identifyM(1,Zp) with Zp.

Now, our choice will be a p− 1-th root of p+ 1. The polynomial f = Xp−1 − p− 1 ∈ Zp[X] is such that

it’s under the conditions of Hensel’s lemma (2.2.15). Its formal derivative is f ′ = (p− 1)Xp−2. Replacing

X by 1, we get that f(1) ≡ 0 mod p, while f ′(1) 6≡ 0 mod p. This means there is a ζ ∈ Zp such that its

order modulo p is p− 1 and vp(ζp−1) = 1.

Now we’re interested in showing this ζ must be a primitive root modulo all powers of p. That’s clear by

applying the one-dimensional case of 4.2.3 on ζp−1 = p+ 1. As p > 2, we’re under the first conditions,

and thus vp(ζp
t(p−1) − 1) = 1 + t, which means that in order to have a power of ζ be 1 modulo a certain

power of p, pt+1, its exponent must be pt(p− 1). Thus ζ is a primitive root modulo all powers of p.

Now we will prove that if y ∈ Zp is such that vp(y) = n, then y ∈ M(pn). Actually, and equivalently,

we’ll show that if y ∈ Z×p , then y ∈ M(1). Let t be a positive integer. ζ is a primitive root of pt and y is

coprime with p, thus there is a positive integer k such that ζk ≡ y mod pt. This is true for any t, so y must

be an accumulation point of O(1).

Therefore, we have that µ(M(1)) = 1− µ(pZp) = p−1
p and, consequently, µ(M(pn)) = p−1

pn . Besides

that, we also have that

Zp = M(0) ∪
⋃
i=0

M(pi)

which shows that Zp is covered by a countable number of minimal sets.

This last detail of the proof seems like it should be the main focus of a proposition surrounding this
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theme. We’ve finally seen that in dimension 1, there are minimal sets with positive Haar measure. Now

we can see that the number of minimal sets must always be countable in dimension 1 over the p-adic

numbers.

Proposition 4.2.14. Let p > 2 be a prime number and A ∈ GL(1,Zp) such that A is not a root of unity.

{M(x) : x ∈ Zp} is countable.

Proof. This proof will roughly follow the same ideas as the previous one. We will prove that Z×p can be

covered by a finite number of minimal sets. As Zp = {0} ∪
⋃
i=0 p

iZ×p , from that we can conclude that Zp
can be covered by a countable number of minimal sets.

Let z ∈ Z×p be the p-adic integer corresponding to A. Let o be its order modulo p and w = vp(z
o − 1).

From 4.2.3, just like in the previous proof, we can conclude that vp(zp
to − 1) = w + t. Unlike in the

previous proof, this doesn’t mean anything about primitive roots, but instead it means something a little

more delicate than that. Let S ⊆ Zp/(pwZp) be the set of the remainders of all the powers of z modulo pw.

This set must have cardinality o, as that’s z’s order modulo pw. Now, as z has order opt modulo pwt, the

set of its remainders modulo pwt must have cardinality opt. But we know that each of those remainders’

last w digits must correspond to an element of S.

If we try to get an upper bound for the number of remainders modulo pwt of the powers of z, we can

do so rather naively by counting the number of ways there are of picking the last w digits, which is o, and

multiplying it by the number of ways of picking the first t digits, which is pt. We say this is a naive way of

counting because it uses absolutely no knowledge about how the first t digits are related to the last w, but

we can now see it isn’t naive at all. Our "upper bound" is precisely opt, which we know is the cardinality of

that set. That can only happen if for each sequence of last w digits corresponding to an element of S, all

combinations of first t digits appear it the remainders of powers of z modulo pwt. This means that any

number in the cosets in S must be inM(1).

Analogously, we can prove the same thing for any other M(x), x ∈ Z×p , and S(x) ⊆ Zp/(pwZp) set

of the remainders of numbers of the form xzn modulo pw. All the conclusions from before follow by

multiplying all of those elements by x, which is invertible in all of the considered quotients.

Thus we’re allowed to conclude that

Z×p =
⋃
i=1

M(i)

which means that Zp is covered by a countable number of minimal sets.

Remark 4.2.15. In the case where A is a root of unity of order o, the finitude of its orbits (which must

then be their own closure) implies that there must be an uncountable number of minimal sets, as Zp is

uncountable.

Even though the one-dimensional case may seem a little trivial a priori, and not all that interesting in

the grand scheme of things (don’t forget, our original motivation was the conjugacy problem, which isn’t

interesting at all in the one-dimensional case), its contrast with the multidimensional seems like enough of

a reason to go through it.
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But mostly, we’ve gone through these results to complement the result about the general case. By

doing so, we feel like it’s time to finish this section about the action on these spaces and move onward to

the next chapter.
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Chapter 5

Conjugacy problem

Let M(n,R) be the set of n × n matrices over a ring R and G ⊆ M(n,R) a group of matrices. The

conjugacy problem overM(n,R) and G tries to answer if, given A,B ∈M(n,R), there is a C ∈ G such

that CA = BC.

In the case where R is a field and G is the group of invertible matrices in M(n,R), the problem is

solved, as it amounts to computing the Frobenius Normal Form of both of them and seeing if they’re the

same. However, in other cases the problem isn’t quite that simple.

The problem that motivated this work was precisely the conjugacy problem on integer matrices: finding

out if for two matrices A,B ∈M(n,Z) there is a matrix C ∈ GL(n,Z) such that CA = BC.

5.1 Conjugacy problem on integer matrices

One of the most classic instances of the conjugacy problem, and the greatest motivation behind this thesis,

is the conjugacy problem overM(n,Z). More precisely, there are two "subproblems", the conjugacy

problem overM(n,Z) and GL(n,Z), and the one overM(n,Z) and SL(n,Z).

Now, the conjugacy problem on integer matrices (both regarding the linear group and the special linear

group) is currently an almost completely open problem, and attempts of enumerating conjugacy classes

or providing an algorithm that’s capable of deciding if two matrices are similar haven’t succeeded, other

than in some rather specific cases.

In order to provide some context, we’ll go through some relevant results about this problem. The first

rather specific case we’ll want to consider is when n = 2. In that case, the problem is solved [AO81], as

we shall see.

With the aim of presenting this result, we must first introduce the concept of continued fractions.
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Definition 5.1.1. A continued fraction is an expression of the form

a0 +
1

a1 +
1

a2 +
1

a3 + . . .

and is represented by [a0, a1, a2, a3, . . .], where the ai are positive real numbers.

[a0, a1, . . . , an] is used to note

a0 +
1

a1 +
1

a2 +
1

a3 + · · ·+
1

an

and [a0, a1, a2, a3, . . .] represents the limit of the sequence (xn)n∈N where xn = [a0, a1, . . . , an].

Given α = [a0, a1, a2, a3, . . .] with ai ∈ Z for all i, we note αn the real number such that α =

[a0, a1, . . . , an−1, αn].

We say a continued fraction [a0, a1, a2, a3, . . .] is eventually periodic if ai ∈ N for all i ∈ N and (an)n∈N

is eventually periodic. If (an)n∈N is such that, for all i ≥ k, ai = ai+P for some P ∈ N, then we may write

[a0, a1, a2, a3, . . .] as [a0, a1, . . . , ak−1, ak, . . . , ak+P−1].

The theme of continued fractions is very widely known and has been studied for a long time - we won’t

be taking a long tour through it. We’ll simply present an equally known result that we’ll be needing soon.

Lemma 5.1.2. A continued fraction is eventually periodic if and only if it represents a number of the form
A+
√
D

B , where A,B,D are integers and D > 0.

Taking this into account, we can now enunciate the result that solves the conjugacy problem over

GL(2,Z) (and GL(2,Z) or SL(2,Z)).

Theorem 5.1.3. Let A,B ∈ GL(n,Z) with the same characteristic polynomial x2 − tx+ 1. Assume t ≥ 0

(if not, multiply both by −Id).

• if t = 0, A is similar to
(
0 −1
1 0

)
or
(

0 1
−1 0

)
, respectively if b > 0 or c > 0.

• if t = 1, A is similar to
(
1 −1
1 0

)
or
(

1 1
−1 0

)
, if b > 0 or c > 0, respectively.

• if t = 2, A is similar to a power of
(
1 0
1 1

)
or a power of

(
1 1
0 1

)
, if b > 0 or c > 0, respectively.

• If t > 2, let φ(
(
x1 x3
x2 x4

)
) = t+

√
t2−4−2x4

2x2
(assuming the determinant is 1). If α = φ(A) and β = φ(B),

A and B are conjugates over GL(n,Z) (over SL(n,Z)) if and only if αn = βm (and, for the special

linear group case, there are n,m ∈ N such that 2|m− n).
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This result may be pretty specific, as it’s only regarding dimension 2 over the integers, but there

are some things we can say about more general cases. For instance, the Latimer-MacDuffee-Taussky

Theorem [LM33], which will come next in our tour.

Let D be a principal ideal domain and A ∈M(n,D) with an irreducible characteristic polynomial f(X).

In the quotient D[X]/(f(X)), we identify X ’s equivalence class with β, and hereinafter we denote this

ring as D[β].

Considering its field of fractions F , we can look at A as an F -linear application, which means there

must be an eigenvector u associated to the eigenvalue β. Let u1, . . . , un be its entries and let IA be the

D-submodule of K generated by u1, . . . , un.

Now that we’ve introduced this whole thematic, we can present the theorem:

Theorem 5.1.4 (Latimer-MacDuffee-Taussky). Let A,B ∈ M(n,D) with the same irreducible and sep-

arable characteristic polynomial. There is a C ∈ GL(n,D) such that CA = BC if and only if there’s an

α ∈ K such that IA = αIB .

As we said, this second result is a lot more general than the previous one, both in the dimension we

are working on and the ring that we are studying.

Besides these two results, the similarity problem over the integers with n = 3 is also solved, as we can

see in [AO82]. However, compared to dimension 2, it’s a little more complicated, with this result depending

both on the case where n = 2 and on the Latimer-MacDuffee-Taussky theorem.

Our initial focus was the conjugacy problem on integer matrices and our motivation for studying the

p-adic numbers was the local-global principle: maybe the conjugacy of matrices over the p-adic numbers

has implications on the problem over the integers.

It isn’t as straightforward as "Any two matrices that are similar over the p-adic numbers for all p are

similar over the integers", as there are counter examples for that attempt of a proposition, but even then

it’s possible that something interesting could come to light when studying the conjugacy problem over the

p-adic numbers.

5.2 Conjugacy problem on p-adic matrices

Aswewere previously saying, studying the conjugacy problem on p-adic matrices clearly has its motivations.

What there may be to prove, however, is not clear to see.

When it comes to the conjugacy problem over the p-adic numbers, a proposition such as the one

about dimension 2 over the integers may seem interesting, but issues arise when looking at the role of

continued fractions in the original case, as the factorizations related to them do not seem to exist in the

p-adic case.

On the other hand, if we blindly believed in the magic of continued fractions, independently of their

role in the proof, we should also end up disappointed as there still isn’t any consensually good notion of

continued fraction on the p-adic numbers [Mil07].
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However, these apparent setbacks shouldn’t affect our hopes of finding any theorem specific to the

conjugacy problem on p-adic matrices as we may note, for instance, by taking a look at a theorem from

[AO83] which reduces the conjugacy problem to checking a finite number of possible candidates for the

conjugacy.

First of all, let us try to "unify" conjugacy over SL(n,OK) and GL(n,OK).

Lemma 5.2.1. Let K be a local field, π a uniformizer, and n > 1 an integer. There’s an integer λ such

that if x ≡ 1( mod πλ), then there’s ζ ∈ OK such that x = ζn.

Proof. This can be proved by considering 2.2.14. Let λ = 2vπ(n) + 1. We can consider the polynomial

f(X) = Xn − x and its formal derivative, f ′(X) = nXn−1. By evaluating these polynomials on x, we get

that vπ(f ′(x)) = vπ(n), while vπ(f(x)) = vπ(x(xn−1 − 1)) ≥ λ = 2vπ(n) + 1, as x ≡ 1( mod πλ).

We are then in the conditions of 2.2.14, as vπ(f(x)) > 2vπ(f ′(x)), which means there’s a u ∈ OK
such that un = x.

This lemma will be useful later during the proof. Now, in order to move forward, it’s a good idea to

mention the Smith Normal Form.

Lemma 5.2.2. Let A ∈M(n,R), where n is a positive integer and R is a principal ideal domain. Then,

there are matrices B,C ∈ GL(n,R) and a diagonal matrix D = diag(α1, . . . , αr, 0, . . . , 0) with r ≤ n such

that αi|αi+1 ∀1 ≤ i < r and A = BDC. The terms αi are unique up to multiplication by a unit.

Proof. Section 3.7 in [Jac12]

For any matrix A ∈ M(n,OK) we can take D = diag(πk1 , . . . , πkr , 0, . . . , 0), where the exponents

0 ≤ k1 ≤ . . . ≤ kr are non-negative integers and r ≤ n is the rank of A. That leads us to the next lemma.

Lemma 5.2.3. Let K be a local field, n a positive integer and π a uniformizer. Let A ∈ M(n,OK) with

smith normal form D = diag(πk1 , . . . , πkr , 0, . . . , 0), x′, y ∈ OnK , z ∈ Kn and λ a non-negative integer such

that Az = y and Ax′ ≡ y( mod πkr+λ).

Then there’s x ∈ OnK such that Ax = y and x ≡ x′( mod πλ).

Proof. This essentially looks like a version of Hensel’s lemma for matrices. However, the proof isn’t very

similar to that lemma’s proof.

First and foremost, let us consider B,C ∈ GL(n,OK) such that BAC = D. Now let us consider the

vectors C−1z and h′ = C−1x′. We have

D(C−1z) = BAC(C−1z) = By = (b1, . . . , br, 0, . . . , 0)

These bi, 1 ≤ i ≤ r must be in OK as this is equal to By and these two only have entries that are in OK ,

and its other entries must be 0 as it is equal to D(C−1z). Analogously, and considering our hypothesis,

we have

Dh′ = D(C−1x) = BAC(C−1x′) ≡ By( mod πkr+λ)
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Then we have, for all 1 ≤ i ≤ r

πkih′i ≡ bi( mod πkr+λ) (**)

As, for each 1 ≤ i ≤ r ki ≤ kr + λ, we know that πki |πkr+λ, and by the previous congruence that

πkr+λ|πkih′i − bi for each 1 ≤ i ≤ r. As trivially πki |πkih′i for each i, this means that, for each i,

πki |bi

We can then consider, for each 1 ≤ i ≤ r, hi = biπ
−ki . By dividing both sides by πki we obtain from ** that

hi ≡ hi( mod πkr−ki+λ)

Which yields h ≡ h′( mod πλ). By our definition of h, Dh = b, thus by taking x = Ch, we get

Ax = (B−1DC−1)(Ch) = B−1Dh = B−1b = B−1By = y

The only thing that’s left to prove is that x ≡ x′( mod πλ). Let us recall that x = Ch and h′ was defined

as C−1x′, which means x′ = Ch′. From h ≡ h′( mod πλ), it’s then clear x ≡ x′( mod πλ).

This was the most important part of the journey towards the result we’re going to present. The only

thing that’s left to notice is that we can consider the linear map

CA,B :M(n,OK)→M(n,OK)

X 7→ AX −XB

as a linear map fromOn2

K to itself. IfD = diag(πk1 ,...,πkr ,0,...,0) is the Smith Normal Form of C ∈M(n2,OK)

corresponding to the map CA,B , we take µA,B = kr We now have all of the ingredients we need in order

to present that result about the conjugacy problem in OK .

Theorem 5.2.4. Let K be a local field, π a uniformizer, and A,B ∈M(n,OK). If we consider µA,B as the

greatest exponent present in the Smith Normal Form of CA,B : X 7→ AX −BX and λ as in 5.2.1, A and B

are similar over SL(n,OK) (resp. over GL(n,OK)) if and only if there’s a matrix X ∈M(n,OK) such that

AX ≡ XB( mod πµA,B+λ) and detX ≡ 1( mod πλ) (resp. AX ≡ XB( mod πµA,B ) and detX 6≡ 0(

mod π)).

Proof. This proof depends mainly on 5.2.3 and 5.2.1. For the general linear group case, we simply need

to use the former. Notice that even though we’re presenting this result as one about products and sums of

matrices, this is simply about a linear map on X.

We knowX = 0 is such that AX−XB = 0. If there’s also anX ∈M(n,OK) such that AX−XB ≡ 0(

mod πµA,B+λ) and det(X) 6≡ 0( mod π), then we know there must be Y ≡ X( mod πλ) such that

AY = Y B. By this last congruence we can also conclude that det(Y ) 6≡ 0( mod π), which means

Y ∈ GL(n,OK).
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If we consider the problem over the special linear group, we need something else. X = 0 is such that

AX −XB = 0, and we know there is a certain X ∈M(n,OK) such that AX −XB ≡ 0( mod πµA,B+λ)

and det(X) ≡ 1( mod πλ). Then, by 5.2.3, once again, we get that there’s a certain Y ∈ GL(n,OK) such

that AY = Y X and Y ≡ X( mod πλ), and thus det(Y ) ≡ 1( mod πλ). However, this isn’t in itself stating

that Y ∈ SL(n,OK). In order to find a matrix that satisfies that, we must consider 5.2.1: λ is such that

there is a ζ ∈ OK that verifies ζn = det(Y ). Therefore, Z = ζ−1Y ∈ SL(n,OK) and AZ = ZB.

The reciprocal is trivial. If A and B are similar by a matrix X, then they’re also similar modulo any

power of π by X.

This effectively solves the conjugacy problem overM(n,Zp) and SL(n,Zp) (or GL(n,OK)), but it

doesn’t do so in the "cleanest" of ways. We are presented with an algorithm that checks in finite time if

two matrices are similar.

But even though we can even find upper bounds for how long it takes to decide the answer, as this

integer m is computable, it’s nevertheless a bruteforce algorithm we are talking about and not an elegant

description of the conjugacy classes.

We have at some point stated that this looked somewhat similar to a Hensel lemma about linear maps.

One could ask if it was possible to apply some kind of multivariate version of Hensel’s lemma to the

conjugacy problem. As it turns out, there’s at least not many reasons to believe that is the case.

First of all, we should actually get a hold of some actual multivariate Hensel’s lemma [Con20]. In order

to do so, let us define the concepts we’ll be using.

Definition 5.2.5. Let K be a local field, n a positive integer and

f : OnK → OnK

(x1, . . . , xn) 7→ (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn))

Where, for each 1 ≤ i ≤ n, fi ∈ OK [X1, . . . , Xn].

The Jacobian matrix and the Jacobian determinant of f are, respectively

Df(x1, . . . , xn) =

(
∂fi
Xj

(x1, . . . , xn)

)
1≤i,j≤n

and

Jf (x1, . . . , xn) = det(Df(x1, . . . , xn))

Theorem 5.2.6. Let K be a local field with absolute value | · |, n a positive integer, d the distance induced

by | · | in Kn and

f : OnK → OnK

(x1, . . . , xn) 7→ (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn))

Where, for each 1 ≤ i ≤ n, fi ∈ OK [X1, . . . , Xn]. Let the Jacobian matrix and the Jacobian determinant
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of f be, respectively, Df and Jf . If there’s an a0 ∈ OnK such that

d(f(a0), 0) < |Jf (a0)|2

Then, there’s an a ∈ OnK such that d(a, a0) < |Jf (a)| and f(a) = 0.

Proof. Available in [Con20]

Remark 5.2.7. This theorem can be viewed as a generalization of 2.2.14, as when n = 1, d(f(x1), 0) =

|f(x1)| and |Jf (x1)| = |f ′(x1)|.

This theorem is effectively a multivariate version of Hensel’s lemma, thus we may consider applying it

to the linear function

CA,B : On
2

K → On
2

K

X 7→ AX −XB

Where A,B,C ∈ M(n,OK) are considered as vectors of length n2. If we try to apply 5.2.6 to this

function, the computations are quite simple, as, if C ∈ M(n2,OK) is the matrix corresponding to the

linear application CA,B , we have

DCA,B(X) = C, JCA,B (X) = det(C)

Unfortunately for our aspirations, however, these simple computations only end up allowing us to conclude

more quickly that naively applying this theorem won’t help us obtain a new perspective on the conjugacy

problem in OK .

That’s due to the fact that, if A,B have the same characteristic polynomial, the Jacobian determinant

of CA,B will always be 0, which won’t allow the inequality d(f(a0), 0) < |Jf (a0)|2 to ever be satisfied.

Lemma 5.2.8. Let K be a field, n a positive integer and A,B ∈ M(n,K) with the same characteristic

polynomial f . Let C ∈M(n,K) be the matrix corresponding to the linear map X 7→ AX −XB. Then,

det(C) = 0

Proof. Let L be a field extension of K where there is a z ∈ L such that f(z) = 0. Such an extension must

exist, by Kronecker’s Field Extension Theorem (Theorem 21.5 in [Jud09]). Let λ be an eigenvalue shared

by A and B. Let BT be the transpose of B. It has the same characteristic polynomial as B, so it must

also have λ as an eigenvalue. Let u, v ∈ Kn be λ-eigenvectors of A and BT , respectively.

Let vT be the transpose of v (which means it is a row vector). We claim Y = uvT is a non-trivial zero

of the linear application corresponding to C. As both vectors are different from the zero vector, Y 6= 0.
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Now let us note it is indeed a zero of that linear map.

AY − Y B = A(uvT )− (uvT )B =

= λuvT − u(vTB) =

= λuvT − u(λvT ) =

= λuvT − λuvT =

= 0

Therefore C has a non-trivial kernel, which means its determinant must be 0.

From this lemma we end up concluding that this multivariate Hensel lemma doesn’t seem to be of

much use in this problem, as we aren’t under the conditions that are necessary in order to apply it: the

inequality d(f(a0), 0) < |Jf (a0)|2 can never be verified.

Noticing this ends up showing that 5.2.4 is a lot more than a mere application of the ideas present

in Hensel’s lemma and that tackling the conjugacy problem must involve new ideas that go beyond the

scope of the most standard results about local fields.

Nevertheless, there’s no need to lose hope in finding results that seem more elegant than reducing

the conjugacy problem to a finite brute force verification. For instance, we may take a look at the following

theorem present in [AO83].

Theorem 5.2.9. Let K be a local field and vπ its normalized valuation function. Let S(f) ⊂M(n,OK) be

the set of matrices with characteristic polynomial f and let δ be the discriminant of f . If vπ(δ) < 1 then

any two matrices in S(f) are similar over SL(n,OK).

If the characteristic polynomial of an integer matrix is separable, it must have a non-zero discriminant.

Therefore, it must have a finite number of integer divisors, which means that the conjugacy problem

regarding that matrix is trivial for Zp, for almost all primes p. This means that two matrices being similar

over Zp for all primes p is, in fact, a condition far weaker than we would like it to be, considering our

original aspirations, as it simply corresponds to being similar over a finite set of finite quotients of Z.

Example 5.2.10. Let us take a look at a case where similarity over the integers and over all of the p-adic

integers clearly isn’t the same. For instance, let us consider A =
(
9 8
1 1

)
and B =

(
8 5
3 2

)
, with characteristic

polynomial X2 − 10X + 1 and discriminant 96.

By 5.2.9, they are similar over GL(2,Zp) for all primes other than 2 or 3. In order to discover if they

are similar over GL(2,Z2) and GL(2,Z3), we’ll only have to discover if they are similar as matrices over

certain finite quotients of Z, by 5.2.4.

We can compute CA,B ’s Smith Normal Form and conclude µA,B = 0, which means we simply have

to guarantee they are similar by a matrix with non-zero determinant in Z/pZ, with p ∈ {2, 3}. This is, we

simply have to verify if they’re similar in GL(2,Z/pZ), for p ∈ {2, 3}.

And they certainly are, as we can see by considering the matrices
(
1 0
1 1

)
and

(
1 2
1 0

)
, which are witnesses

of their similarity over the two non-trivial cases. This means A and B are similar over GL(2,Zp) for all

primes p.
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However, they aren’t similar overGL(2,Z), as we can see by applying 5.1.3. Their associated continued

functions are, respectively, [8, 1] and [2, 1, 1, 1]. The tails of their corresponding sequences are always

different from one another, so A and B are not similar over GL(2,Z).

5.3 Bowen-Franks groups

In this section we intend to focus on a certain class of conjugacy invariants related to the kernels and

finite orbits of an automorphism. In order to notice we’re actually dealing with invariants over conjugacy,

we must first prove the following lemma:

Lemma 5.3.1. Let K be a local field, n a positive integer and A,B ∈ M(n,OK), C ∈ GL(n,OK) such

that CA = BC. Considering these as endomorphisms of (K/OK)n, we know that the kernels of the

conjugated endomorphisms are isomorphic to one another.

Proof. Let ker(A), ker(B) ⊆ (K/OK)n. We must simply notice that x ∈ (K/OK)n is in ker(A) if and only

if Cx ∈ ker(B).

If Ax = 0, then 0 = C0 = CAx = B(Cx), thus x ∈ ker(A)⇒ Cx ∈ ker(B).

If BCx = 0, then 0 = BCx = CAx, so Ax ∈ ker(C) = {0}.

This means that, up to isomorphism, the kernels of endomorphisms of the torus are invariant over

conjugacy. However, this isn’t everything that can be said about this line of thought.

Given a matrix A ∈M(n,OK) and a polynomial f ∈ K[X], where f = anX
n + · · ·+ a1X + a0 we can

easily define f(A) (when f(A) ∈M(n,OK)) as the following endomorphism ofM(n,OK):

n∑
i0

an ×An

This definition allows us to look into an infinity of conjugacy invariants known as the Bowen-Franks

groups.

Definition 5.3.2. Let K be a local field, n a positive integer, A ∈ GL(n,K) and f ∈ K[x] such that

f(A) ∈M(n,OK).

The Bowen-Franks group of A regarding f is

BFf (A) = ker(fK/OK (A))

where fK/OK (A) is the endomorphism of K/OK induced by f(A).

The infinite amount of choices for the polynomial f is precisely what lets us have an infinite amount

of conjugacy invariants - however it might be a good idea to make sure we’re really in the presence of

conjugacy invariants.

Corollary 5.3.3. Let K be a local field, n a positive integer and A,B ∈M(n,OK), C ∈ GL(n,OK) such

that CA = BC, f ∈ K[X] such that f(A), f(B) ∈M(n,OK). BFf (A) and BFf (B) are isomorphic.
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Proof. As it’s suggested by virtue of this being a corollary, it’s a direct consequence of the previous lemma,

5.3.1. That is, if CA = BC, then it’s trivial that Cf(A) = f(B)C and, as such, we can simply apply the

previous lemma to conclude that BFf (A) and BFf (B) are indeed isomorphic.

Remark 5.3.4. We might refer to BFXk−1(A) simply as BFk(A). No confusions should arise, as Bowen-

Franks groups regarding constant polynomials serve no interest at all.

perA(k) = {x ∈ (K/OK)n : Akx = x}

Now that we’ve shown that Bowen-Franks groups are indeed invariants, we’re interested in proving an

isomorphism between those groups and some rather simpler quotients of OnK .

Theorem 5.3.5. Let K be a local field, n a positive integer, A ∈M(n,OK), f ∈ K[X] such that f(A) ∈

GL(n,K) ∩M(n,OK). Then, BFf (A) is isomorphic to OnK/((f(A))OnK).

In order to prove this theorem, we must make use of the Snake lemma.

Lemma 5.3.6 (Snake lemma). Let A, B, C, A′, B′, C ′ be abelian groups. Consider the following diagram

A B C 0

0 A′ B′ C ′

f

a

g

b c

f ′ g′

where the rows are exact sequences and 0 is the group with one element. Then there is an exact sequence

of the form

ker a→ ker b→ ker c→ A′/a(A)→ B′/b(B)→ C ′/c(C)

Proof. Lemma 9.1 in [Lan02]

With this in mind, we can now prove the theorem we’ve stated.

Proof. In order to prove the previous theorem, we need to consider the following commutative diagram

0 OnK Kn (K/OK)n 0

0 OnK Kn (K/OK)n 0

TOK TK T(K/OK )

where the functions within the rows are the canonical functions to be considered in such cases. Respect-

ively, from left to right, the inclusion function and the projection function. It’s clear the inclusion map is

injective and the projection map is surjective and, as such, we’re indeed in the presence of an exact

sequence. Now, the functions that go from one row to the other are the linear maps corresponding to

f(A), differing of course in their domains and codomains.

As we’ve assumed f(A) ∈ GL(n,K), TK must be an automorphism, which means its kernel is trivial

and so is the quotient Kn/(TK(Kn)). That means we get the following from the Snake lemma:

0→ kerT(K/OK)n → OnK/(TOK (K))→ 0
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More specifically, the two sets in the middle are isomorphic. As the left-hand side is, by definition, BFf (A),

we get that

BFf (A) ∼= OnK/((f(A))OK)

Let us take a quick glance at what happens when we focus on periodic points on the torus. This is,

Definition 5.3.7. Let K be a local field, n, k positive integers and A ∈ GL(n,K). We define the set of

k-periodic points

perk(A) = {x ∈ (K/OK)n : Akx = x}

In other words, perk(A) = BFXk−1(A).

We can then apply the theorem about the structure of Bowen-Franks groups on this particular case,

obtaining the following:

Corollary 5.3.8. Let K be a local field, n, k positive integers, A ∈M(n,OK) with no points with period k

(other than 0).

perk(A) is isomorphic to (OnK/((Ak − Id)OnK)).

We may be tempted to believe that these Bowen-Franks groups are finitely generated abelian groups.

That’s, however, untrue as a local field in itself is not a finitely generated Z-module.

Lemma 5.3.9. Let K be a local field. Neither K nor OK are finitely generated Z-modules

Proof. BothK and OK have the cardinality of R, while any finitely generated Z-module must be countable.

Thus it’s clear they aren’t finitely generated Z-modules.

Even though we can’t provide such a strong statement as these Bowen-Franks groups being finitely

generated abelian groups, we can provide a somewhat similar statement. In fact, they must be finitely

generated OK-modules. And as we know by 2.2.7, OK is a Principal Ideal Domain. This means that the

structure theorem for finitely generated modules over a principal ideal domain might be of use in trying to

characterise the Bowen-Franks groups that occur in the situations we are studying.

Theorem 5.3.10. Let R be a principal ideal domain and M a finitely generated R-module. There’s a

unique non-negative integer m and a unique sequence of proper ideals 〈d1〉 ⊇ . . . ⊇ 〈dn〉 such that

M ∼= Rm ⊕R/〈d1〉 ⊕ . . .⊕R/〈dn〉

Proof. Theorem 5 on section 12.1 of [DF91].

This theorem has pretty straightforward consequences on trying to characterise the Bowen-Franks

groups that may occur in our problem. If π is a uniformizer of K, we get the following result:

Proposition 5.3.11. Let K be a local field, n a positive integer, π a uniformizer of K, A ∈M(n,OK) and

f ∈ K[X] such that f(A) ∈M(n,OK) ∩GL(n,K). There are positive integers m, i1 ≤ . . . ≤ in such that
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BFf (A) ∼= OmK ⊕
n⊕
j=1

OK/(πijOK)

This same result is slightly more amusing when we focus on p-adic fields, as the finite quotients are,

themselves, isomorphic to finite quotients of Z. That is,

Corollary 5.3.12. Let p be a prime number, n a positive integer, A ∈M(n,Zp) and f ∈ Qp[X] such that

f(A) ∈M(n,Zp). There are positive integers m, i1 ≤ . . . ≤ in such that

BFf (A) ∼= Zmp ⊕
n⊕
j=1

Z/(pijZ)

We should note, however, that these results aren’t something deeply related to the definition of

Bowen-Franks groups, but simply to the structure of OK submodules of OnK .

We may, however, use that fact in order to get a better description of the Bowen-Franks groups that

may come up. We were only considering Bowen-Franks groups BFf (A) in the case where f(A) ∈

GL(n,K) ∩M(n,OK), thus the determinant of f(A) must not be 0. With some help from the Smith

Normal Form, we’ll move onward towards a more specific description of the Bowen-Franks groups we

may encounter.

Lemma 5.3.13. Let n be a positive integer, K a local field, and let D ∈M(n,OK) be a diagonal matrix

with entries α1, α2, . . . , αn and π a uniformizer of K.

BFX(D) ∼=
n⊕
i=1

OK/(πvπ(αi)OK)

Proof. This is a rather simple lemma. In order to know BFX(D), we must know the image of D, which

will be
n⊕
i=1

αiOK

which is obviously isomorphic to
n⊕
i=1

πvπ(αi)OK

In the end, we’re looking for the quotient OnK/(DOnK), which must be isomorphic to

n⊕
i=1

OK/(πvπ(αi)OK)

as we’ve stated.

Proposition 5.3.14. Let n be a positive integer,K a local field, π a uniformizer, A ∈M(n,OK)∩GL(n,K),

and B,C ∈ GL(n,OK), D = diag(πi1 , . . . , πin) ∈M(n,OK)∩GL(n,K), such thatD is A’s Smith Normal

Form (and thus (1 ≤ j ≤ k ≤ n)⇒ ij ≤ ik). Then
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OnK/(AOnK) ∼=
n⊕
j=1

OK/(πijOK)

Proof. First of all, let us note that it does make sense to talk about A’s Smith Normal Form being D.

OK is a principal ideal domain, so that matrix D exists, and A ∈ GL(n,K), so D must have non-zero

determinant, as det(A) = det(B) det(D) det(C), which means all of its diagonal entries are non-zero.

Clearly we can choose D only having powers of π on its diagonal, as any non-zero element of OK is a

product of a power of π by a unit.

Now we’re interested in showing that

OnK/(AOnK) ∼= OnK/(DOnK)

We can do so by presenting an isomorphism between these two spaces. We claim that

F : OnK/(AOnK)→ OnK/(DOnK)

x+AOnK 7→ Bx+DOnK

is an isomorphism. First, we should note it is well defined.

With the aim of proving that, we should first note that, under our assumptions,BAOK = BACC−1OK =

DOK , as C ∈ GL(n,OK).

Now, if x, x′ ∈ OnK such that x− x′ ∈ AOnK , then F (x′) = Bx+B(x′ − x) +DOnK . According to the

previous paragraph, as x− x′ ∈ AOnK , B(x′ − x) ∈ DOnK , so our function is well defined.

Proving that F is surjective is trivial. By picking B−1x as a class representative of our object, we can

find an object whose image is x + DOnK , for any x ∈ OnK . Its injectivity is simple to deduce as well: if

Bx ∈ DOK , equivalently Bx ∈ BAOK , which is equivalent to x ∈ AOK . Thus F (x+ AOK) = 0 if and

only if x ∈ AOK .

This allows us to conclude thatOnK/(AOnK) ≡ OnK/(DOnK). On the other hand, by 5.3.13,OnK/(DOnK) ≡⊕n
j=1OK/(πijOK), and therefore we have the result we intended to prove.

In this last result, 5.3.14, we take A ∈M(n,OK) ∩GL(n,K), which is precisely what we require f(A)

to satisfy throughout this chapter. Therefore, let us state what we actually were intending to prove.

Proposition 5.3.15. Let K be a local field, n a positive integer, π a uniformizer of K, A ∈M(n,OK) and

f ∈ K[X] such that f(A) ∈ M(n,OK) ∩GL(n,K). There are non-negative integers i1 ≤ . . . ≤ in such

that

BFf (A) ∼=
n⊕
j=1

OK/(πijOK)

Remark 5.3.16. Given the conditions set in this last proposition, one could ask oneself if considering

some kind of finite extension of OK could give us some more information to work with, like some kind of

conjugacy invariant to try and distinguish some matrices we’re trying to compare.

However, those hopes are unfounded, as these Bowen-Franks groups solely depend on the Smith
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Normal Form of those matrices. If they have the same Smith Normal Form over OK , extending that ring

won’t change anything. If OL is the new ring of integers, both Bowen-Franks groups will be obtained by

replacing each quotientOK/(πijOK) byOL/(πijOL), which doesn’t provide us any kind of new information

regarding the conjugacy problem and our two matrices.

Besides allowing us to prove this last result, 5.3.14 also allows us to quickly count the cardinality of a

quotient OK/(AOK), which also seems like a pretty amusing result. We’ll start with a tiny lemma about

counting the cardinality of a quotient of a local field.

Lemma 5.3.17. LetK be a local field, n a non-negative integer and π a uniformizer. Let q be the cardinality

of rK = OK/(πOK). Then, #(OK/(πnOK)) = qn.

Proof. This amounts to recalling an idea we’ve talked about a long time ago, in the end of section 2.2.1.

Elements of OK are power series in π, which means that counting #(OK/(πnOK)) is equivalent to

counting the number of polynomials of degree less that n with coefficients in rK . Now, there are qn

possibilities of doing so, like we wanted to prove.

Taking this into account, we can now try to prove our result about counting #(OK/(AOK)).

Proposition 5.3.18. Let K be a local field, n a positive integer, A ∈M(n,OK) ∩GL(n,K). Then

#(OK/(AOK)) =
1

|det(A)|π

Proof. As we’ve seen in 5.3.14, the quotient we get from a matrix A is isomorphic to the one we get from

its Smith Normal Form. This means, if its Smith Normal Form is D = diag(πi1 , . . . , πin), that

(OK/(AOK)) ∼=
n⊕
j=1

OK/(πijOK)

According to our last lemma, the cardinality of this set is
∏n
j=1 q

ij , which we can notice is |det(D)|−1π . But

if A = BDC is written in Smith Normal Form, with B,C ∈ GL(n,OK), we have that

|det(A)|π = |det(BDC)|π =

= |det(B) det(D) det(C)|π

= |det(B)|π|det(D)|π|det(C)|π

= |det(D)|π

as B and C must have invertible determinants.

This result, besides being somewhat amusing for any given case, ends up seeming even more amusing

when we notice that it actually has its own Local-global principle. Let us show what we mean

Proposition 5.3.19. Let A ∈M(n,Z)∩GL(n,Q). Let, for any prime number p, | · |p be the p-adic absolute

value. Then, we have

#(Z/(AZ)) =
∏

p prime
#(Zp/(AZp))
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Proof. We should note all of the results we’ve proved from 5.2.2 and 5.3.13 for local fields can be trivially

adapted to Z. More specifically, we can prove that #(Z/(AZ)) = det(A).

But we know, for any r ∈ Q, that |r|∞ ×
∏
p prime |r|p = 1. By noticing that equality for det(A) and

recalling that |det(A)|p = #(Zp/(AZp)), we prove our result.

With this specific Local-global principle regarding the cardinality of a certain Bowen-Franks group

regarding each ring of p-adic integers (and regarding Z itself) we finish this last section of our work.
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Chapter 6

Conclusion

6.1 Our work in a nutshell

Our journey is almost over.

We started our adventure with a clear motivation, the integer matrix conjugacy problem. Yet, it’s difficult

to say that we’ve made any progress on it specifically. That isn’t to say, however, that we didn’t achieve

anything with our work, even if the conjugacy problem ended up being little more that a motivation behind

it.

We’ve studied some of the topological properties of modules over the rings of integers of local fields.

We worked on a generalization of a valuation for matrices and went through some of its properties:

more notably, we proved a generalization of the Lifting the Exponent Lemma for matrices and, by using

that lemma, we stepped onto the dynamics of this problem to prove that, in general, there must be an

uncountable amount of minimal sets.

Afterwards, we went through some known results about the conjugacy problem (both regarding the

integers and the p-adic integers) and ended up proving some results about the Bowen-Franks groups of

the endomorphisms we were studying.

6.2 Future Work

There still are many things that were left undone. For instance:

• Figuring out how (or if it is possible) to achieve a more general Lifting the Exponent Lemma, that

works even when we’re not under the conditions we imposed in our lemma.

• Figuring out if it is possible to apply the Multivariate Hensel Lemma to the conjugacy problem over

local fields in a sensible way, for instance by picking a more appropriate function than the linear

application itself.

• Finding more conjugacy invariants. This is a pretty open point, honestly, but it’s one of the possible

roads towards solving the conjugacy problem, so we can never be wrong by listing it.
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